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About Teledyne DALSA 

Teledyne DALSA, a business unit of Teledyne Digital Imaging Inc., is an international high-performance 
semiconductor and electronics company that designs, develops, manufactures, and markets digital 
imaging products and solutions, in addition to providing wafer foundry services.  

Teledyne DALSA offers the widest range of machine vision components in the world. From industry-
leading image sensors through powerful and sophisticated cameras, frame grabbers, vision processors 
and software to easy-to-use vision appliances and custom vision modules.  
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Astrocyte AI Trainer Overview 

Description 
The Astrocyte AI Trainer is a deep learning training tool for creating neural network models. It supports 
various architecture classes such as anomaly detection, classification, object detection and 
segmentation models. The Astrocyte Trainer employs supervised learning which trains models using 
images that have been assigned the correct prediction (ground truth). 

Convolution neural networks excel at image classification, which consists of categorizing images, given 
a set of category labels (for example, airplane, automobile), and having the network determine the 
strongest category present in the image. The goal of supervised training is to have the model learn to 
correctly predict (identify) the categories in unlabelled images. 

The Classification module supports continual learning which is the ability to perform training at 
inference time (run time). After a classification model has been trained with Astrocyte extra training 
samples can be provided to the inference engine to add new categories or improve the accuracy 
of existing categories. Continual learning is useful in practice when you cannot collect all image 
samples at training time. Continual learning is fast and only requires a very small number of 
samples. 

The Astrocyte Object Detection module also supports Semi-Supervised Object Detection (SSOD) to 
automatically generate bounding boxes and labels using a set of both labelled and unlabelled images. 
A previously trained object detection model can also be used to generate bounding boxes and labels on 
individual images. 

Models developed using the Astrocyte AI Trainer can be deployed to analyze and process target 
images using the Sapera Processing SDK or Sherlock, both Teledyne DALSA image processing 
software. 
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Key New Features for Version 1.50 
Astrocyte version 1.50 includes the following new features: 

o Key Features 

• Support of NVIDIA RTX 4000 family for both training and inference (image analysis 
using trained Astrocyte model to return results). 

• Support of multiple GPU in automatic training. 

• New service “GPUService” to automatically configure the GPU driver in Max 
Performance Mode when running inference 

• Significant reduction of training time via mixed-precision training 

• Support of 24-bit RGB images at inference. 

o Other Changes 

• General 

• More robustness on load/save of large datasets in a limited disk space 

• More logging information when exporting datasets and models 

• Maintenance button to force Cortex shutdown for database backup  

• Object Detection 

• New hyperparameter for managing the overlap between predictions of different 
categories. 

• Increased maximum number of detections (instead of 200) 

• Lower default learning rate to improve training performance 

• New filter to identify fully overlapping annotations 

• Better management of image margins when adding annotations 

• New filter button to update image list when labels are changed 

• Persistent annotation colors when saved to dataset 

• Togglling of pseudo vs annotation label when using smart labeling 

• Segmentation 

• Dual display for improved result visualization in the inference tab 

• New algorithm (MANet) introduced in addition to the existing algorithm 
(DeepLabV3). MANet provides higher accuracy, faster training time and faster 
inference time. 

• New example dataset “Scratches” (locate thin scratches on brushed metal) is 
available. 
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Quick Start Guides to Model Training 

For quick start guides to help begin immediately with Astrocyte to experiment with training models refer 
to the following sections: 

• Quick Start to Creating an Anomaly Detection Model 

• Quick Start to Creating a Regular Classification Model 

• Quick Start to Creating a Continual Learning Classification Model 

• Quick Start to Creating an Object Detection Model 

• Quick Start to Creating a Segmentation Model 

See the Guidelines for Model Creation for more information on how to successfully train models. 
The Glossary of Terms may also prove useful for users to familiarize themselves with the terms 
used in deep learning. 

The Astrocyte installation includes sample image datasets for each module (if selected during 
installation), located in the following directory (relative to the selected installation directory): 
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Prerequisites 

Supported Operating Systems 

• Microsoft Windows 10 or Windows 11 64-bits 

Hardware Requirements 

• Intel® Processor supporting EM64T technology 

• Minimum 16GB of RAM (32 GB recommended) 

• An NVIDIA GPU 

o With minimum 8GB of RAM 

o With graphics driver version 516.31 or later 

o Recommendations: 

▪ Minimum: RTX 3070/4070 or any other card with 8GB RAM 

▪ Very good: RTX 3080/4080 or any other card with 12GB RAM 

▪ Best: RTX 3090/4090 or any other card with 24GB RAM 

• Notes: Refer to the Inference Acceleration section below for instructions on maximizing speed 
from your graphics card 

• A valid “Sapera AI SDK” license 

• (Optional) Sapera LT 8.71 or higher (to acquire images from Teledyne DALSA hardware) 

Licensing 

The Astrocyte AI Trainer is protected software therefore a license is required. Development 
licenses use USB dongle-type protection. The Sapera AI license for Astrocyte includes Sapera 
Processing SDK with all options. 

Licenses are activated through the Teledyne DALSA website. To obtain and activate a development or 
runtime license connect to the  http://www.teledynedalsa.com/en/support/software-registration/sapera-
software-registration/ webpage. 

An evaluation period of 60 days is granted to use the Astrocyte AI Trainer without a license. The license 
status can be verified using the Sapera License Manager application, which is available through the 
Windows Start menu. 

 

 

http://www.teledynedalsa.com/en/support/software-registration/sapera-software-registration/
http://www.teledynedalsa.com/en/support/software-registration/sapera-software-registration/


 

12  •  Astrocyte AI Trainer Overview Astrocyte AI Trainer User Manual 

 

 



 

Astrocyte AI Trainer User Manual Astrocyte AI Trainer Overview  •  13 

 

Installation 

The Astrocyte installer (astrocyte-online.exe) downloads the application from a Teledyne Imaging 
server (an internet connection is required); alternatively, if installation files are available in the directory 
where the installer is located these local files are used and downloading files is not required. 

 

To install Astrocyte follow the installation dialog prompts (computer administrative rights are required). 

The Astrocyte installer installs the both the Astrocyte client and Cortex server. 

The option to install the example datasets can be disabled if these files are not required. 

 

Installation layout 

The Astrocyte directory structure is as follows: 

<ASTRODIR>\astrocyte.exe  executable and associated DLLs and dependencies 

<ASTRODIR>\Datasets  Sample datasets used in the user manual and tutorials 

<ASTRODIR>\Cortex  Deep learning server, CUDA distribution and related dependencies 

<ASTRODIR>\Doc  User manual, white papers, application notes 
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Astrocyte Software Architecture 
The Astrocyte Trainer uses a client/server model. The server (Cortex server) hosts the image datasets 
and executes the actual training.  The Astrocyte client must always be connected to a Cortex server.. 
This architecture allows Astrocyte clients without sufficient GPU computing power to train models on a 
dedicated Cortex server equipped with adequate hardware resources. 

For the current distribution, the Astrocyte client and Cortex server reside on the same machine; future 
releases will allow deployment of the Cortex server on a separate machine to which the Astrocyte client 
can connect remotely. 
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Astrocyte Modules 
Astrocyte currently supports training 4 model types using the following modules: 

Module Description 

Anomaly 
Detection 

 

Short Description 

A binary classifier (good/bad) trained on “good” images only. 

Typical Usage 

Use in defect inspection where simply finding defects is sufficient (no need 
to classify defects). Useful on imbalanced datasets where many “good” 
images and a few “bad” images are available. Does not require manual 
graphical annotations, hence very practical on large datasets. 

Detailed Description 

Creates a model trained on “normal” or “good” images which can detect 
instances that deviate from this norm, identifying anomalies or outliers 
compared to the training set. 

It is a binary classifier (yes/no, either/or) such that images presented to the 
model are labelled as “normal” or “anomaly”. 

When performing inference operations, it can generate heatmaps to 
assess what image details activated the model neurons; this information 
can help determine the validity of predictions (that is, if the image 
features that prompted the determination are what is expected) 

Classification 

 

Short Description 

A generic classifier to identify the category of an image. 

Typical Usage 

Use in applications where multiple category identification is required. For 
example, it can be used to identify several classes of defects in industrial 
inspection. It can train in the field using continual learning. 

Detailed Description 

Creates a model trained on a dataset of labelled images, with each label 

describing a category (class). Typically, dataset images are sorted using 

separate folders per category (no manual annotation required). 

When executing the inference operation, the model returns the category 
label with the highest calculated probability from among the set of 
classes in the training dataset. If more than one category appears in the 
image, the category with the highest match score is returned. 

In addition to the regular classifier, a Continual Learning model type 
is available. Using Sapera Processing, existing classes in the model 
can be updated or new classes added based on new image data in 
the field without requiring retraining in Astrocyte. 
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Object Detection 

 

Short Description 

An all-in-one localizer and classifier. Object detection finds the location of 
an object in an image and classifies it. 

Typical Usage 

Use in applications where the position of objects is important. For 
example, it can be used to provide the location and class of defects in 
industrial inspection. 

Detailed Description 

Training object detection requires adding bounding boxes around objects, 
identified with category labels, in the training image dataset. The bounding 
boxes and associated category labels are referred to as dataset 
annotations. 

Object detection can locate multiple objects and classify them in an image. 
Object detection also includes a Semi-Supervised Object Detection 
(SSOD) Self-Training option that automatically generates bounding boxes 
and corresponding labels for datasets that contain a majority of unlabelled 
images. 

Segmentation 

 

Short Description 

A pixel-wise classifier. Segmentation associates each image pixel with a 
class. Connected pixels of the same category create identifiable regions in the 
image. 

Typical Usage 

Use in applications where the size and/or shape of objects are required. 

For example, it can be used to provide location, category and shape of 
defects in industrial inspection. 

Detailed Description 

Creates a semantic segmentation model that predicts which pixels within an 
image are of a certain class. The dataset identifies the regions in the image 
that are assigned to a particular class; unlabelled regions are considered 
background. Typically, at inference time Blob Analysis operators analyze the 
segmented image to obtain logical objects from which to extract features 
such as area, elongation, perimeter, etc. 
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Inference Acceleration 

Astrocyte 1.50 (and later) and Sapera Processing 9.40 (and later) integrate optimized versions of 
inference engines for both NVIDIA graphics cards and x64 CPU’s. 

GPU Settings  

For optimal performance (and to reproduce benchmark results) the system GPU needs to be 
configured on “Performance Mode”. The default setting for NVIDIA graphics card driver is “Power-
Saving Mode” which is ideal for reducing heat generation but does not provide the best performance on 
inference. Astrocyte installs with a Windows Service (“GPUService”) that manages these settings 
automatically upon loading the AI module. If performance is still perceived to be suboptimal please refer 
to the Appendix A for manually configuring your GPU in Performance Mode 

Benchmarks  

The following benchmarks were performed on a range of graphics cards (low to high-end) as well as on 
a selection of popular CPUs. The datasets and models referred to in this benchmark are available in 
Astrocyte (datasets) and Sapera Processing (pre-trained models). 

Benchmarks can be reproduced by running the AI pre-built demos of Sapera Processing. 
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Benchmark Table 
MODEL INFERENCE TIME (ms) 

Module Dataset Image Size Input Size 
RTX  
3070 

RTX 
3090 

RTX 
4090 Intel AMD 

Anomaly Detection Metal 2592 x 2048 x 1 1024 x 1024 x 1 21.0 13.0 9.0 275.0 644.9 

Classification Screw 768 x 512 x 1 768 x 512 x 1 3.1 2.2 1.2 31.9 41.3 

Object Detection Hardware 1228 x 920 x 3 512 x 512 x 3 3.8 3.2 3.0 31.7 46.3 

Segmentation Scratches 2048 x 2048 x 1 1024 x 1024 x 1 22.3 16.6 8.9 222.3 391.3 

         

Intel = Intel Core-i9 12900K @ 3.2GHz        

AMD = EPYC 7272 12-Core @ 2.9GHz        

Module: AI model type 

Dataset: series of images the model was train on. 

Image Size: size of original image 

Input Size: size of image after resized (just before entering the neural network) 

Inference Time: total execution time including resizing and inference in milliseconds 
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Neural Network Model 

The neural network model arranges artificial neurons into layers. Neurons in any layer get input from 
the neurons in the layers below them; each neuron is connected to every neuron in the next layer. And, 
in turn, their output feeds into the neurons in the layer above. Typically, the lowest layer represents the 
input to a neural network; for Astrocyte this is an image. 

For example, if every pixel in an input image is considered a neuron, the input layer of a 28x28 pixel 
image has 784 neurons. The size of the output layer is determined by the number of labels or 
categories that represent possible predictions. The model input layer can be non-square and of any 
size (though limitations exist for the object detection module). 

For example, in a classification model for numbers, the output layer has 10 labels or categories (0, 1, 2, 
3, 4, 5, 6, 7, 8, 9) that the model assigns to an input based on what it predicts with the highest 
confidence represents the digit in the image. 

The initial layers learn the low-level concepts such as edges and colors and the later, hidden level 
layers learn higher level concepts such as edges and contours. After computing the values of each 
layer, the output values are read out from the topmost layer. 

 

The behavior of the network is determined by the setting of weights and biases for each neuron. The 
weights and biases are calculated based on the expected output. The final output is then determined by 
the total of those weightings. Model training is the process of searching for optimal settings of these 
weights and biases, known as model parameters. Hyper parameters are higher level settings that 
control how the weights and biases are calculated during training. 

During model training, each image in the dataset is presented to the model and the individual 
weights of its neurons are adjusted to improve its predictive performance. A complete pass of all 
images in the dataset is referred to as an epoch. 
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The number and dimensions of the layers in the neural network determine the size of the resulting 
model. Astrocyte provides several different popular neural network architectures. Depending on the 
image dataset and application requirements, different architectures may provide the optimal solution. 

Astrocyte Interface Overview 
The Astrocyte application is organized in tabs. The workflow usually proceeds from left to right 
through the Dataset, Training tabs to testing trained models on unlabelled images in the Inference 
tab. 

 

When a model is successfully trained it can be exported to use with Sapera Processing to perform 
inference on images within a user application. 

Depending on the mode selected (anomaly detection, classification, object detection or segmentation), 
tabs may contain different parameters and configuration options. 

• Dataset: allows adding, editing, copying and deleting image datasets. It also provides access to 
the labels and bounding boxes associated with images in the dataset. Trained models can also 
be tested against datasets with various result metrics calculated. 

• Training: configures training hyper parameters, such as the model architecture, and executes 
the model training on the specified image dataset. 

• Trained models: lists available trained models, including details of relevant training 
parameter settings. 

• Inference: allows testing of trained models against unlabelled images to confirm model 
performance. 

In general, most functionality is available using right-click pop-up menus within the tab contents. 
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Workflow for Training a Model 
 

Define Problem:
Anomaly Detection

Classification
Object Detection
Noise Reduction
Segmentation

Data 
(annotations 
as required

Training loss (error) on 
training set decreasing?

Model 
Training 

Complete

No

Yes

Yes

Choose Neural 
Net Model 

Architecture

Train Model 
for Epoch(s)

Accuracy on validation 
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No

Yes

Model performs 
well on training data?

No
Model performs 
well on test set?

Yes

No

Add or 
modify 

data
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Anomaly Detection Model Training 

Anomaly detection models are binary classifiers that identify images as either “Normal” or an 
“Anomaly”. This category of model can be used on very unbalanced datasets where using a 
classification model yields bad results. The model is trained only on the good or “normal” images; 
images labelled as “anomaly” are only used for model testing. 

Quick Start to Creating an Anomaly Detection Model 
The following procedure demonstrates how to create an anomaly detection model using default values. 
This example uses the metal dataset included with the Astrocyte installation, available in the 
<installation directory>\Teledyne DALSA\Astrocyte\Datasets directory. 

Launch the Astrocyte application and select the Anomaly Detection module from the startup screen: 

 

1. In the Dataset tab, click Add. 

 

In the General tab, enter the dataset name and description. 
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In the Resource Selection tab, right-click in the Locations field and select Add location.... 

 

2. In the Add location dialog, navigate to the folder containing the dataset of training images; select 
both normal (good) and anomaly (bad) directories and click OK. (The sample Anomaly Detection 
dataset included with the Astrocyte installation is located in the <Install>\Astrocyte\Datasets\Metal 
directory.) 
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For each directory, assign the category label using the drop-down list: Normal or Anomaly. 

 

3. Click Generate… to prepare the dataset for the Cortex server. 

 

The Dataset generation configuration dialog allows you to select the image size of the dataset; the 
original image size can be used, or the image dimensions reduced as required. 

 

4. Click Save to add the dataset to the Cortex server. If all images have the same dimensions, they 
are automatically resized to the specified image size on the Cortex server (the original dataset is 
not modified); otherwise, correct images using the Image Correction dialog. 

Verify the dataset images and labels; make any required changes. If the dataset is modified, right-
click on the dataset entry and click Save changes to update and save the dataset on the Cortex 
server. 

 

5. In the Training tab, verify the selected dataset (the selection is made in the Dataset tab), choose 
the Abstract type Pixel-Level Anomaly Detection. 
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6. Enable the Auto train tab by selecting it (giving it focus) and click Train (the Train and save… 
option automatically saves the model when training finishes). 

 

The model loss and metric progress graphs for each trial are displayed.  

Training statistics such as current training stage and trial step are displayed in the status bar (the 
estimated completion time is not calculated when using auto training since early stopping is 
enabled). 

When training is complete, a prompt is displayed to save the model; click Yes. 

 

Enter the model name and description and click OK. 

 

7. In the Dataset tab, select the dataset and click Test model.... 
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8. In the Test model dialog, select the model in the drop-down list, select Entire dataset (to 
ensure both normal and anomaly images are included) and click Test. 
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When testing is completed AUPR (Area Under Precision-Recall curve) and AUROC (Area 
Under Receiver Operating Characteristic curve) are displayed in the Test model dialog. 

 

Clicking on the TPR/FPR (True Positive Rate/ False Positive Rate) graph selects the required 
threshold for anomaly detection. This threshold is automatically passed as the threshold in the 
Inference tab. 

Correct predictions are highlighted in green and erroneous predictions in red. If heatmap 
generation was enabled, the Heatmap tab contains the corresponding image heatmap. 

For a detailed explanation of the result metrics, see the section Anomaly Detection Model Test 
Results. 
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Classification Model Training 

Classification is supervised learning where a training set of correctly identified objects is available. 
Astrocyte classification trains a model based on libraries of labelled images. The image label 
identifies the object in the image. 

The resulting model can recognize multiple labels and returns the label it identifies with the highest 
confidence in the image. That is, if the image contains multiple types of objects for which the model has 
been trained, the category label of the object with highest correlation score is returned. 

The probability (correlation score) always adds up to 1, regardless of the number of categories. For 
example, if a model contains 3 categories (A, B and C), if an object is considered 90% to be A, then B 
and C will account for the remaining 10% probability. 

 

Note: A classif ication model evaluates the entire image to train; it is sensitive to the 
relative size of the target object in the training dataset images and will not be able to 
classify smaller or larger target objects which are not part of the training image 
dataset. However, while object detection models are relatively insensitive to object 
size, tiny objects in large images will be dif f icult to detect. 
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Continual Learning 

The Classification module allows for the creation of models using a Continual Learning mode. Models 
created using this abstract type can be updated in the field as new image data is acquired. New 
category labels can be added to the model or new images can be added to existing categories. The 
model trains on these new images and updates its neural network accordingly. 

The benefit of continuous learning is that the original dataset on which the model was trained does not 
have to be updated and the model retrained from scratch as new data is acquired but that the existing 
model can be refined by applying new training data. The inclusion of continuous learning allows 
imaging applications to adapt to a wide degree of variation and improve the system with newly acquired 
data as necessary. 

When adding categories to a continual learning model, the neural network backbone for feature 
extraction is maintained and only the inference layer is updated. Each model is unique and its neural 
network backbone can provide excellent performance with many additional categories and new image 
data. Often, if the new image data does not vary considerably, only a few images are required to learn 
to achieve acceptable results. 

While the number of new category labels that can be added to a model is not limited (though a 
maximum number can be specified), if new image data differs significantly from the original training 
image dataset the neural network backbone may be inadequate; performance should be monitored as 
categories are added, and if necessary, the model retrained with the new image data to improve 
performance. 

For example, a continual learning model can provide a feedback loop for an AI inference system where 
a trained technician can accept or reject the output of the AI system. The expert feedback can then be 
used as new data to the AI system and used for future refinement. This can conceivably serve at least 
two purposes. The first is to ensure adequate performance and recency in the capability of the AI 
system. The second may provide the user of the AI system with the ability to “tune” a particular AI 
system to their liking and thus maximize performance and operator confidence for the image 
processing system. For example, as new items or defects are identified the existing model can be 
trained on this new data and updated in the field. 

Updates in the field are performed using the AI classes provided by the Sapera Processing API; refer to 
the Sapera Processing documentation for more information on integrating continual learning into 
applications. 

Refer to the Quick Start to Creating a Continual Learning Classification Model for an example of how to 
train and update a continual learning type classification model. 

 

Note: The Astrocyte Continual Learning model type is resilient to “catastrophic 
forgetting”, where the prior knowledge is replaced or improperly distorted by new 
knowledge, due to maintaining the backbone layers of the neural network and only 
modifying the inference layer; however, catastrophic forgetting can occur if numerous 
images that differ considerably from those in the original training dataset are added 
to an existing class. 

To avoid negatively impacting the performance of an existing class, when images 
differ significantly from those in the original training dataset, it is recommended to 
use a new category label. 
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Quick Start to Creating a Regular Classification Model 
The following procedure demonstrates how to create a regular classification model using default 
values. This example uses the Metal dataset included with the Astrocyte installation, available in the  
<installation directory>\Teledyne DALSA\Astrocyte\Datasets directory. 

Launch the Astrocyte application and select the Classification module from the startup screen: 

 

1. In the Dataset tab, click Add. 

 

In the General tab, enter the dataset name and description. 

 

In the Resource Selection tab, right-click in the Locations field and select Add location.... 
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2. In the Add location dialog, navigate to the folder containing the dataset of training images; select 
all the directories and click OK. 

 

In the Create dataset dialog Resource Selection tab, select all directories in the Location panel, 
right-click and select Use last folder name as category. 
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3. Verify the category labels and click Generate to prepare the dataset for the Cortex server. 

 

The Dataset generation configuration dialog allows you to select the image size of the dataset; the 
original image size can be used or the image dimensions reduced as required. 

 

4. Click Save to add the dataset to the Cortex server. If all images have the same dimensions, they 
are automatically resized to the specified image size on the Cortex server (the original dataset is 
not modified); otherwise, correct images using the Image Correction dialog. 

Verify the dataset images and labels and make any required changes. If the dataset is modified, 
right-click on the dataset entry and click Save changes to update and save the dataset on the 
Cortex server. 



 

34  •  Classification Model Training Astrocyte AI Trainer User Manual 

 

 

5. In the Training tab, verify the selected dataset (the selection is made in the Dataset tab), choose 
the Abstract type Regular Classifier, enable the Auto train tab and click Train (the Train and 
save…option saves the model automatically when training finishes). Training starts and the 
training loss, accuracy graphs and progress bar are updated. 

When training is complete, a prompt is displayed to save the model. 

 

Click Yes, enter the model name and description and click OK. 

6. In the Dataset tab, select the dataset and click Test model....In the Test Model dialog, select the 
model in the drop-down list and click Test. 
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Quick Start to Creating a Continual Learning Classification 
Model 

The following procedure demonstrates how to create a continual learning classification model using 
default values. This example uses the PCB components dataset included with the Astrocyte installation, 
available in the <installation directory>\Teledyne DALSA\Astrocyte\Datasets directory. 

1. Launch the Astrocyte application and select the Classification module from the startup 
screen: 

2. In the Dataset tab, click Add. 

 

In the General tab, enter the dataset name and description. 

 

In the Resource Selection tab, right-click in the Locations field and select Add location.... 
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3. In the Add location dialog, navigate to the folder containing the dataset of training images; for this 
tutorial select the directories containing images of capacitors (cap_ceramic and cap_tantalum) and 
click OK 

.  

In the Locations section, select all directories in the Location panel, right-click and select Use last 
folder name as category. 
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4. Verify the category labels and click Generate to prepare the dataset for the Cortex server. 

 

The Dataset generation configuration dialog allows you to select the image size of the 
dataset; the original image size can be used or the image dimensions reduced as required. 

 

 

5. Click Save to copy the dataset to the Cortex server. When the dataset is saved, if images all 
have the same dimensions, they are automatically resized to the specified maximum image 
size (otherwise, the Image Correction dialog is presented). 



 

38  •  Classification Model Training Astrocyte AI Trainer User Manual 

 

For the sample component dataset, select all images and use the Resize keeping aspect 
ratio option. 

6. For this tutorial delete the images of yellow tantalum capacitors from the dataset; after model 
training these images will be used to demonstrate continual learning by adding them to the 
existing cap_tantalum class. 

To do so, filter the images using the term “yellow” and remove these images from the dataset by 
right-clicking on the selected images and using the Remove images command. 
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The images to delete are now shown in red; right-click on the dataset entry and click Save 
changes to update and save the dataset on the Cortex server. 
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In the Training tab, verify the selected dataset (the selection is made in the Dataset tab) and in the 
Hyper Parameters section select the Classification Mode Continual Learning. 

 

 

7. Click the Auto train tab (the selected training tab determines the option) and click Train; training 
starts and the training loss, accuracy graphs and progress bar are updated. Depending on the 
image size and available GPU memory the batch size may have to be reduced. 

8. When training is complete, a prompt is displayed to save the model. 



 

Astrocyte AI Trainer User Manual Classification Model Training  •  41 

 

 

Click Yes, enter the model name and description and click OK. 

 

9. In the Dataset tab, select the dataset and click Test model....In the Test Model dialog, select the 
model in the drop-down list and click Test. 

 

With the current dataset, the classifier performs very well with 100% accuracy. However, if the 
dataset is updated to include the yellow tantalum capacitors the performance is significantly 
impacted. 
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10. To improve model performance, update the model “cap_tantalum” category through continual 
learning on the yellow capacitor images. To do so, in the Inference tab, select the model from the 
drop-down list and click Load model. In the Images panel right-click and select Add locations…: 

 

Select all the folders in the PCB directory and click OK. 
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11. Perform inference on a yellow capacitor by selecting an image that is incorrectly labelled or 
identified as “Undefined”. For example, in this case it is misidentified as a “cap_ceramic” class. 

 

 

Click Learn and select the “cap_tantalum” category label to update the model with this image data 
for this category. 

 

12. Continue to perform inference on the yellow capacitor images until another image is 
incorrectly identified; click Learn to add these images to the “cap_tantalum” label. The model 
should now correctly identify both black and yellow tantalum capacitors. 

13. To demonstrate adding new categories to an existing model using continual learning, select 
an opto-coupler image and click Learn. Enter the new category label ("opto") and click OK. 
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Do the same for a resistor, adding the category label “resistor” for a resistor image. 

A few images are often sufficient to identify the new category if the images do not vary 
substantially. When updating the model it is recommended to verify that performance for 
previously trained categories is not adversely affected; this may occur depending on the 
characteristics of the added categories (if so, it may be advisable to retrain the model with the 
additional categories, rather than using the Learn feature). 

14. When model performance is satisfactory, click Save model…. Use a different file name if required
to preserve the original model.

15. To test the updated model with all the components, the opto-coupler and resistor images can 
be added to the existing dataset. In the Dataset tab, right-click on the dataset and select Edit...

Right-click in the Locations panel, select Add Location... and add the directories: 

Select the directories, right-click and select Use last folder name as category. 

Note that the names must match the categories added to the model, in this case, "opto" and 
"resistor". 
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Click Generate, select Keep existing annotation and append new ones, and click OK. 

  

Click Save, select the option Resize keeping aspect ratio, and click Apply all. 

 

When completed click Close. 

16. Select the updated dataset with all the PCB components (408 images total, 74x134x3), click Test 
model…, select the updated model, select Entire dataset and click Test.  
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The test results should show that all components are correctly identified. 
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Object Detection Model Training 

Object detection model training requires that labelled bounding boxes identify the target objects in the 
training dataset images. Bounding box coordinates can be provided using a single bounding box 
database file for each image in the dataset or a single file for all the images within the dataset. The 
database format is specified when creating a dataset. Astrocyte supports PASCAL, MSCOCO and 
KITTI file formats, as well as custom-defined text file based bounding box description files. 

Alternatively, bounding boxes can be created manually for each image using the tools available in 
the Dataset. Each image in the training set can contain multiple bounding boxes and category 
labels. Bounding boxes may overlap. 

Astrocyte also includes a Semi-Supervised Object Detection (SSOD) Self-Training option that 
automatically generates bounding boxes and their corresponding category labels for unlabelled images. 
An assisted labelling function is also available that allows users to select an existing object detection 
model to annotate individual images. 

When trained, an object detection model can detect and locate of multiple categories of objects within 
the same image. The location of objects is returned as a bounding box. Object detection can identify 
objects with variable sizes as opposed to classification models which is less tolerant of variations in 
object size in the target image. 

 

 

Note: Datasets with images that are smaller than the selected input size for the 
model type (224x244 (minimum) for YOLOX) are automatically resized ignoring the 
aspect ratio. In general, it is preferable to have images in the dataset to all have 
comparable dimensions close to the specif ied input size. 
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Quick Start to Creating an Object Detection Model 

The following procedure demonstrates how to create an object detection model using default values.  

This example uses the hardware dataset included with the Astrocyte installation, available in the 
<installation directory>\Teledyne DALSA\Astrocyte\Datasets directory. 

This example details three options available with the sample hardware dataset: 

• Regular: Object detection using bounding boxes without angles 

• Rotated: Object detection using rotated bounding boxes 

• Self-Training: Object detection using Self-Training 

The option is selected when creating the dataset. 

Launch the Astrocyte application and select the Object Detection module from the startup screen: 

 

1. In the Dataset tab, click Add. 

 

2. In the Create dataset dialog General tab, enter the dataset name and description. 
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3. In the Resource Selection tab, select the Database sets tab, right-click and use the Add 
database… command and enter the database name (for example, “Train”).  

• For the Regular option: In the Text file description drop-down list select Text file description. 

  

• For the Rotated and Self-Training options: In the Text file description drop-down list select 
Pascal VOC and skip step 4. 

4. Enable One file per image and select Tab as the descriptor separator from the drop-down list. 

 

For the bounding box format select X1 Y1 X2 Y2. 
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5. Click the Description folder... button and navigate to location where the annotation files are 
located and click Choose. 

• For the Regular Option: select the following folder. 

<installation directory>\Teledyne DALSA\Astrocyte\Datasets\hardware\txt_annotations 

 

 

For the Rotated option: select the following folder. 

<installation directory>\Teledyne DALSA\Astrocyte\Datasets\hardware_obb\Annotations 
 

For the Self-Training option: select the following folder. Note that the annotation files contain 
annotations for 40 of the 100 images in the dataset. 

<installation directory>\Teledyne DALSA\Astrocyte\Datasets\hardware_ssod\Annotations 
 

6. Click the Image folder... button and navigate to location where the dataset image files are 
located and click Choose. For all examples this is: 

<Install Directory>\Teledyne DALSA\Astrocyte\Datasets\hardware\JPEGImages 
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7. This step is required for the regular option only. For the Rotated and Self-Training options Pascal 
VOC annotations do not require this step. Use the drop-down list to assign the data type. For the 
example hardware dataset, the five columns entries are Class name, X1, Y1, X2, Y2.  

 

8. Click Generate… to prepare the dataset for the Cortex server. In the Dataset generation 
configuration dialog click OK to use the default values. 

 

9. Click Save to add the dataset to the Cortex server. If all images have the same dimensions, they 
are automatically resized to the specified image size on the Cortex server (the original dataset is 
not modified); otherwise, correct images using the Image Correction dialog. 

In the Dataset tab, select the dataset by double-clicking on it. 
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Verify the dataset images, labels and bounding boxes and make any required changes. If the 
dataset is modified, right-click on the dataset entry and click Save changes to update and save 
the dataset on the Cortex server. 

 

10. In the Training tab, verify the selected dataset (the selection is made in the Dataset tab), enable 
the Auto train tab and click Train; the Model loss graph and Metric progress graphs are updated at 
the completion of batches during trials (the estimated completion time is not calculated since Early 
stopping is enabled). 
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For the Self-Training option click the Self-Training checkbox to enable it and set the number 
of epochs to 100 to ensure generation of pseudo-labels for unlabeled images) 

Depending on the image size and available GPU memory the batch size may have to be 
reduced. For the sample hardware dataset using the YOLOX-Nano architecture a batch size 
of 32 should be within the memory resource capabilities of an 8GB GPU. 

When training is complete, a prompt is displayed to save the model; click Yes. 

 

Enter the model name and description and click OK. 
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11. In the Dataset tab, select the dataset and click Test model.... 
 

 

For the Self-Training option, results for the pseudo-labels generated are shown in pink and can be 
sorted using the Pseudo labels checkbox. 

12. In the Test model dialog, select the model in the drop-down list and click Test. By default, 
testing is performed on the validation subset of the training images. 
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When testing is completed, the average precision (AP) results for each category and the model 
total mean average precision (mAP) are displayed in the Test model dialog. 

 

Prediction bounding boxes include the category and confidence score. 
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Astrocyte AI Trainer User Manual Object Detection Model Training  •  57 

 

Tiling Example 

To demonstrate the use of tiling, Astrocyte includes a dataset (WoodDefects) composed of high-
resolution images with tiny defects to locate. Follow the steps outlined in the Quick Start to Creating 
an Object Detection Model using this dataset. 

 

In the Training tab, enable the Tiling option. 

 

Depending on the image size and available GPU memory the batch size may have to be reduced. For 
this example, a batch size of 16 using 512x512 tiles should be within the memory resource capabilities 
of an 8GB GPU. 
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When training is complete the model can be tested as with all other models. 
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Segmentation Model Training 

For object segmentation model training, each image in the dataset has a corresponding mask 
image where pixel values (color) identify the object type and associated category label. That is, 
each category is associated with a specific mask pixel value. The entire image is segmented; that 
is, divided into regions for each object type. 

Quick Start to Creating a Segmentation Model 
The following procedure demonstrates how to create a semantic segmentation model using default 
values. This example uses the MaterialSegmentation dataset included with the Astrocyte 
installation, available in the <installation directory>\Teledyne DALSA\Astrocyte\Datasets directory. 

Launch the Astrocyte application and select the Segmentation module from the startup screen: 

 

 

1. In the Dataset tab, click Add. 
 

 

2. In the Create dataset dialog General tab, enter the dataset name and description. 
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3. In the Resource Selection tab, right-click in the Locations field and select Add location.... 

 

Navigate to the directories containing the image files and corresponding mask images and 
click OK. 

 

4. In the Locations section, assign the category “Input image” to the input images and “Pixel value” to 
the segmentation masks. 
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5. Click Generate… to prepare the dataset for the Cortex server. In the Dataset generation 
configuration dialog click OK to use the default values. 

 

6. Click Save to add the dataset to the Cortex server. If all images have the same dimensions, they 
are automatically resized to the specified image size on the Cortex server (the original dataset is 
not modified); otherwise, correct images using the Image Correction dialog. 

7. Verify the dataset images and segmentation mask images and make any required changes. 
To easily identify pixel categories, it is typical to modify the category labels (default = mask 
pixel value).  

To do so, right-click on a mask bounding box and select Manage categories... 

 

In the Manage categories dialog, select a category and click Edit category...  

 

In the Change category dialog enter the new descriptive category name (in this case, the mask 
identifies region defects as “Finger” and “Scratch”). 
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After the dataset is modified, right-click on the dataset entry and use the Save changes 
command to update and save the dataset on the Cortex server. 

 

8. In the Training tab, verify the selected dataset (the selection is made in the Dataset tab), enable 
the Auto train tab. For the example dataset, to replicate the results of the Sapera Processing 
sample model (and ensure that typical hardware resources are adequate given the dataset image 
size), set the image width and height to 1024 x 1024. 

 

Click Train; the training loss graph and the metrics are displayed. 
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When training is complete, a prompt is displayed to save the model; click Yes, enter the model 
name and description and click OK. 

9. In the Dataset tab, select the dataset and click Test model.... 

In the Test model dialog, select the model in the drop-down list and click Test. By default, testing 
is performed on the validation subset of the training images. When testing is completed, the IoU 
(Intersection-over-Union) results for each category and the mean IoU are displayed in the Test 
model dialog. 
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Prediction segmentation results are shown as opaque overlays, with each category identified by color, 
with the original ground truth shown in a transparent color. 
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Working with Image Datasets 

A well-curated image dataset is a critical component to successful model training. It must reflect 
the target inference images on which the model is to be deployed. The Astrocyte application is 
used to load user image datasets and copy them to the Cortex server; the image dataset that 
resides on the Cortex server is used to train models. 
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Image datasets that reside on the Cortex server are only accessible through the Astrocyte application; 
datasets can be exported from the Cortex server, using Astrocyte, to be imported by other instances of 
Astrocyte applications and added to other instances of Cortex servers. 

Exported datasets are only accessibly through the Astrocyte application; original user image 
datasets are never modified. 

 

Note: To undo any saved changes to an image dataset that resides on a Cortex 
server, in Astrocyte, open the dataset in the Dataset tab using the Edit pop-up 
menu command and regenerate the original image dataset by clicking Generate. 
This restores the original image dataset from the user location on the Cortex 
server. 

Astrocyte supports most image formats (8, 10, 12, 16-bit). All images must have the same number of 
channels (either all monochrome or all color). 

When training, the Region size determines the input image size to the neural network. This allows a 
single high-resolution dataset to be trained on lower levels of resolution to determine the optimal input 
size without having to create multiple datasets. 



 

66  •  Working with Image Datasets Astrocyte AI Trainer User Manual 

 

Guidelines on Preparing Dataset 
The following are general guidelines to prepare a dataset in order to achieve good model 
performance. 

Dataset Size (number of images) 

For a specific dataset size, if the training loss cannot be decreased to near zero, the model is 
considered to have high avoidable bias (underfitting). In this scenario, adding more image samples will 
not solve the problem. If the model performs well on the training set (low training loss) but not on the 
validation set (high validation loss), then it has a high variance (overfitting) and adding more data will 
help overcome that problem. Before adding more image samples (usually a labor-intensive expensive 
task), it is a best practice to make sure the model can fit the training samples well by checking the 
training loss. 

Image Resolution 

Increasing image resolution at training time has the potential of increasing neural network 
performance for various machine-learning tasks. Usually, the rule is “the higher resolution the 
better”. 

However, although it may help to have higher resolution images, model performance is highly 
dependent on the feature characteristics and the dataset distribution. If the features are few and clear 
even a low-resolution image will convey those features correctly to the model and increasing resolution 
will not change the model performance but may result in slower training. 

In general, it is recommended to try smaller model architectures first and evaluate performance before 
trying larger architectures or increasing input image resolution. 

Image Content 

The images of the training set should contain the details that are trying to be identified (objects of 
interest, defects, and so forth). Also, the training set should cover the distribution of the problem to 
learn (for example, there should be enough variation on the objects of interest and the background so 
the algorithm can generalize.) A good rule to follow is to train on images taken in the same environment 
as the final setup. 
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Adding an Image Dataset to the Cortex Server 

When adding an image dataset to the Cortex server, image files are copied from the user-defined 
location (for example, a local disk) to the Cortex server after the Generate operation is executed 
and the dataset is saved.  

 

 

Note: Subsequent modifications to the dataset from the Astrocyte Dataset tab, 
when saved, only apply to the image dataset that resides on the Cortex server; 
the image dataset in the originally designated user-defined location is not modified. 

When generating the dataset, a configuration dialog allows the original size of the images to be used, 
or images can be resized; the width and height setting determines the maximum size of images used 
as the input size for training; larger images are resized when the dataset is generated and added to the 
Cortex server (the original files are not modified). 

 

When using the original size option, if the dataset contains different image sizes, when saving the 
image dataset to the Cortex server the Image correction dialog is presented to adjust images that differ 
from the most common size in the dataset; refer to the Adjusting Image  Sizes section. 

When editing or adding images to an existing dataset, label generation options are provided to reset 
and generate new annotations or keep existing annotation and append new ones (faster). 
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Astrocyte can search directories for images by file type and using regular expressions within     
filenames. To add a dataset, in the Dataset tab, click Add: 

 

The Create dataset dialog provides fields to enter the dataset name and description. The optional 
description field can add further information regarding the dataset, as required. 
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Acquiring Images from Cameras and Frame Grabbers 

Astrocyte supports acquisition of images from cameras and frame grabbers supported by Teledyne 
DALSA’s Sapera LT platform, including GigE and USB3 cameras. 

The image acquisition dialog displays the live acquisition, as well as the current frame rate. The image 
display can be adjusted using the zoom icons or using standard Windows controls and the mouse (for 
example, CTRL + mouse wheel). 

 

If more than one device is available, use the drop-down list to select a device: 

 

If necessary, adjust the camera and/or frame grabber parameters, such as exposure time and frame 
rate, using Sapera LT’s CamExpert tool, so that the imaging setup is satisfactory and reflects actual 
operating conditions; refer the Sapera LT documentation for more information. 

Single images or a sequence of images (maximum 1000) can be acquired using the Save one or 
Record buttons; any image resolution can be acquired. 

Thumbnails of the acquired images are displayed. If the images are satisfactory, click Save and use the 
standard Windows dialog to select a directory location; these images can now be loaded into a new or 
existing Astrocyte dataset. 
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Working with Images in the Dataset Tab 

The Dataset tab provides many functions to manipulate image datasets on the Cortex server. These 
various functions allow category labels to be verified, and if necessary modified, or images to be 
removed from the dataset altogether. Astrocyte also supports drag-and-drop of images from Windows 
File Explorer. 

The Thumbnails tab shows the image thumbnails for quick reference compared to the List view. 

 

Any changes or modifications to the dataset can be applied to the dataset by right-clicking on the 
dataset entry and using the Save changes command; to discard or undo any changes that have been 
made, but not yet applied, use the Reload command. 

 

When navigating away from the Dataset tab or closing the application, if any unsaved changes to the 
dataset are detected a prompt appears to choose to save or discard changes. 

 



 

Astrocyte AI Trainer User Manual Working with Image Datasets  •  71 

 

Types of Datasets 

Two types of datasets are available: 

• Named: images are not annotated; category labels are applied individually to each image or can 
be batch assigned using the folder label. Named sets are available on all modules. When using 
named sets for object detection and segmentation, graphical annotations (such as bounding 
boxes, polygons, masks) and labels can be manually added in the right panel of the Dataset 
tab. 

• Database: image annotations are contained in separate text files or XML files. Database 
datasets are used with the object detection and segmentation modules. For example, 
bounding boxes written as numbers in a text file. Databases can follow a standard (for 
example, PASCAL VOC) or custom format. 

A single dataset can have multiple sets of different databases of different type (named or database). 
For example, when using object detection with Self-Learning, a named set can be added to the dataset 
that contains unlabelled images and a database set with an annotation file identifying bounding boxes 
and labels; when generating the dataset images from both sets are added to the dataset and copied to 
the Cortex server. 

Named sets 

Named sets are typically used for training classification and anomaly detection models where each 
image is associated with a single category label. 

For the object detection module, named sets are only used for image datasets that do not have 
associated annotations; bounding boxes and labels are to be manually added in the Dataset tab after 
adding the dataset. 

For the segmentation module, named sets are used for image datasets that have corresponding mask 
files, but do not have associated annotation files; Astrocyte automatically generates bounding polygons 
based on the mask images. 

Segmentation Named Sets 

Segmentation requires a set of mask images be provided for each corresponding image, with each 
pixel value representing an object category. Use the Category label drop-down list to designate the 
image folder as containing either the Input images or Pixel value (that is, the mask images). 

 

Typically, to easily identify the category associated with a pixel value, descriptive labels are added; see 
the Adding, Editing or Deleting Category Labels section. 
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Database Sets 

Database sets for the Object Detection and Segmentation modules include both images and annotation 
file(s) describing the bounding boxes or image masks and associated category labels in each image. 

In the Create dataset dialog, right-click in the Databases panel and select Add database... to define a 
new database of images and annotations. 

 

Use the Database... and Image folder... buttons to specify the path to the required database annotation 
file and associated images. The currently assigned path is then displayed in the button field.  

For the Segmentation module an additional database folder is required containing the mask files 
corresponding to the images in the dataset. 

 

Mask Files 

For segmentation, mask files use specific pixel values to denote category labels of objects in the 
corresponding images, with each pixel value denoting a category label and a single value designated 
for background pixels. For example, the following is a mask image taken from the PASCAL VOC 
dataset. 
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Training, Validation and Test Image Datasets 
In general, for model training, three sets images are used: 

• Training: The training set is the collection of images on which the model learns. 

• Validation: The validation set is a subset of the training set which is used during training to 
assess the performance of the model training. The model is not trained on the validation set; at 
the end of an epoch, the model is tested against the validation set to verify how well the model 
performs on data it has not seen. 

• Test: The test set is a collection of images on which to test the performance of the trained 
model. It should not contain any images from the training set. 

The number of images for training, validation and test is arbitrary, however the greater the number of 
images the more robust the model. In general, it is recommended to train on the highest number of 
images possible. For example, the MNIST database of handwritten digits contains 70000 images 
(60000 training set (including a percentage as validation) and 10000 test set). 

Before training verify that the bounding boxes and label annotations are valid and correctly assigned. 
Wrongly labelled or irrelevant images can corrupt the training process and affect model performance. 

Training and Validation Image Sets 

Astrocyte uses a percentage of the training set to create a randomly selected validation set that is 
used during the training session. Images can be assigned explicitly to the training set or validation 
set; remaining images for the validation are assigned automatically by the Astrocyte trainer. 

In the Dataset tab, images can be specifically assigned to the training or validation set as required 
using the Set filter drop-down list. By default, all images are assigned automatically to either the train or 
validation set according to the specified ratio. 

 

Shuffle Command 

The shuffling operation consists in randomly allocating a predefined percentage of images to the 
training set and the rest to the validation set. This allocation is automatically performed once the 
dataset is created for the first time. To redo the allocation use the Shuffle command. Note that the 
random selection only applies to images set in the “Auto” mode. 

In the Dataset tab, right-click on the selected dataset, select Shuffle… and use the Train/Dataset ratio 
% slider to set the percentage of images to assign to the Train portion (and inversely, the Validation 
portion). After the shuffle operation has been applied the allocation results can be viewed in the  
Assigned column of the dataset image list. 
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Adding Image Directories to a Dataset 

To add images to a dataset, right-click in the Locations panel and click Add location.... Use the file 
type checkboxes to filter image files by file type in the selected directories; by default Astrocyte adds all 
image file types without having to check these boxes. 

 

Multiple directories can be selected in the Add location dialog using the standard Windows key 
combinations (for example, <SHIFT> or <CTRL> + select). 
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Saving Dataset Information to CSV File 

Dataset information can be saved to a Microsoft Excel file (.csv) by clicking the Save to CSV button.  

 

The file includes all columns: Image name, # Ground truth, # Prediction, Set and Assigned. 
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Merging Datasets 

Astrocyte datasets can be merged together to create a single larger dataset. This may be useful as new 
types or more training images become available. Only datasets with the same image size can merged.  

 

Clicking the Merge button opens the Merge datasets dialog: 

 

As a precaution, it is recommended to make a copy of the dataset that is being merged into since the 
operation cannot be undone and a return to the original dataset is needed. 
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Importing and Exporting a Dataset 

Datasets can be exported to files. This is useful to transfer datasets from one system to another. To 
export a dataset right-click on the required dataset from the dataset list and select Export… 

 

Name the dataset and select the file format (.ds or .tar). 

 

• .ds format: binary proprietary format. It is the preferred format for transferring a dataset to 
another system (especially because it is the only format that can be imported into Astrocyte). 

• .tar format: zip package including images and annotations in PASCAL VOC standard. Use this 
format to merge two datasets together. The .tar can be unzipped to extract images and 
annotations. 

To import a dataset (.ds format only) right-click anywhere in the dataset list and select Import… 

 

Browse for the .ds file and select it, then give the dataset a name and the dataset will be imported and 
added to the dataset list. You can immediately use it for training. 
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Image Size Considerations 

Astrocyte supports any input image size. Higher resolution images require greater training and 
processing time during inference. Depending on the module and the target features to identify, 
higher resolution images may not provide any significant benefit in terms of actual performance. 
However, if very small details are necessary to identify these may be lost if images are decimated to 
smaller sizes; in this case, higher resolution images may be required. 

For example, consider the bounding box shown in this high-resolution image (5472x3648): 

 

The actual level of detail in the high-resolution image is quite good for the relatively small bounding 
box in this example (232x169): 
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However, when the image is resampled and resized to 300x300 pixels, most details are lost. 

 

 

The bounding box image is now only 13x14 pixels with a very low detail level: 

 

For Anomaly Detection, Object-Detection and Segmentation models, datasets with high-resolution 
images with relatively small target objects to detect can improve results by using the “Tiling” option 
during training. 

The maximum input size for model training is not limited except for the object detection module; 
YOLOX architectures support non- square input sizes greater than 224x224, in increments of 32 pixels. 
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Adjusting Image Sizes 

After clicking Generate…the maximum input image size (height or width) is determined using the 
settings presented in the Dataset generation configuration dialog. 

 

After clicking Save to copy dataset to the Cortex server Astrocyte presents, when using the “Original 
size” option, the Image Correction dialog if images in the dataset have differing dimensions compared 
to the majority of images in the dataset. 

If the dataset contains images with different numbers of color channels, the number of channels 
used by the majority of images is taken and images with a different number of channels are 
converted. 

Image Correction 

The image correction options include: 

• Exclude from dataset 

• Resize ignoring aspect ratio 

• Resize keeping aspect ratio 

• Crop 

 

Multiple images can be selected in the image panel using the common windows key combinations 
(CTRL or shift); right-click on the selections to choose an operation to apply. 
 

Note: The crop and resize keeping aspect ratio image correction methods can
introduce padding pixels depending on the original image size and the dataset image 
size. 
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Alternatively, images can be selected individually and a specific operation applied using the radio 
buttons. Images that have been designated for correction are highlighted in transparent red. 

 

When selection of correction operations for images is complete, click OK to apply the changes to the 
dataset (original images are not modified; only those that reside on the Cortex server are affected). 

 

Note: Images not specifically assigned an operation are by default excluded from 
the dataset. 
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Input Image Cropping 

Astrocyte automatically crops the input image to reduce size if ROIs are such that it allows a 
smaller image width and height. That is, if outer image regions are masked (excluded/ignored). 
This in turn reduces the training time required to create a model. 

Only regions defined as unmasked (“background” or active regions) are presented to the model for 
training are processed; masked regions are ignored. 

For example, the images in the sample screw dataset (included with Astrocyte) are 768 x 512. The 
region to be processed defined by the ROI is 306 x 392. 

 

At inference, the position of the ROI relative to the top-left corner of the image is always used, 
regardless of the size of the input image. 
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Tiling 

When it is necessary to use high-resolution images, tiling maintains the original image resolution, 
dividing the image into “tiles” that correspond to the selected architecture’s input size. In this manner no 
image data is lost by sub-sampling or decimating the image, which can cause small details in larger 
images to be flattened or effaced. 

Tiling is supported by the anomaly detection, object detection and segmentation modules. 

Tile size can be specified at training by enabling the Tiling checkbox (available in the Hyper parameters 
section in Auto-Train or Manual tab) and specifying the region size: 

 

For object detection the minimum tile size is that of the input architecture (YOLOX = 224). 

The first tile starts at the image origin (top-left corner), proceeding horizontally and vertically. Tiles that 
surpass the right and bottom image sides are padded with the average value of image pixels in the tile. 

To avoid slicing coherent objects that border tiles, tiles overlap to a variable degree depending on 
the maximum size of the labelled objects in the dataset (maximum object size + 10 pixels up to 
25% of tile size). 

For example, a 2064x1544 image can result in 24 tiles, depending on the tile size and the overlap: 
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If the maximum object size exceeds 25% of the height or width of the tile, when performing inference, 
in addition to searching the tiles, another search is performed subsampling the entire image to the 
architecture input size to ensure that larger objects are not missed. Note that this additional step 
impacts model performance slightly. 

For object detection, architectures perform well without tiling if the minimum object size is sufficiently 
large to be identified after sub-sampling of the original image. If objects of interest are too small (or 
effectively disappear) after sub-sampling, then tiling is beneficial and should provide better results by 
successfully locating objects that would otherwise lack sufficient detail (pixels) to be recognized. 
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Manually Adding or Adjusting Bounding Boxes 

For the object detection and segmentation modules, bounding boxes or segmentation masks can 
be added or adjusted in the Dataset. 

To quickly navigate through images while annotating and maintaining the mouse operation use the 
Spacebar to advance to the next image and the Backspace button to move the previous image. 

To add a bounding box to an image, select the category label from the drop-down list (or use the 
number keys [0-9] to quickly select from the first 10 categories) and then click then click then Bounding 
Box button. 

  

If the dataset does not currently have any category labels, add a bounding box, right-click on it and 
select Manage categories. 

 

Right-click in the Manage categories dialog and select Add category… and add the category 
label. 

  

For object detection, use the mouse to draw a rectangular bounding box in the image, starting with the 
top-left corner. When the Large crosshair option is enabled, the cursor is shown as a two intersecting 
lines, with the X and Y coordinates displayed in the bottom-right corner of the panel. 
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Click the cursor at the required bottom-right point of the bounding box. 

Deleting Bounding Boxes 

To delete a bounding box, simply select it in the image and press the keyboard Delete key. 
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Rotated Bounding Boxes 

To create a rotated rectangle, click two of the four corners, then mouse your mouse to enlarge the 
rectangle to the desired width and finally make a third click to complete as shown below. 

 

• In the Annotation details note the presence of the new Angle field. 

 

• If needed, adjust the angle of the rectangle by using the extra handle as shown here. 

 

• Repeat the above operation for all annotations in the dataset images.  

 

The Smart Label and/or Self-Training methods can be used to reduce the number of 
manual annotations to perform. 
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Segmentation Masks 

The segmentation module supports several common annotation tools to define bounding box masks. 
These include polygon, paint brush, annulus, circle and rectangle tools. 

 

Use the drop-down list to select the mask category. 

For polygon bounding boxes use mouse clicks to add additional vertices and double-click to close the 
bounding box. 

 

When the bounding box is added it is shown with the category label and bounding box handles. 
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For the annulus tool, place the mouse in the center of the target area and create the outer circle, click 
and then place the inner circle. 

 

Click ESC or another function of the Astrocyte interface to exit the bounding box operation. 

Additional Annotation Commands 

The right-click pop-up menu provides several additional commands to help create and select 
annotations. 

 

The Visualization panel includes a drop-down list for showing and hiding annotations (ground truth or 
predictions) 
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Masking 

Astrocyte’s implementation of masking allows users to create static regions of interest (ROIs) of pixels 
to include/exclude within the images contained in the dataset. Masking is available for all Astrocyte 
modules. 

Masking is used to restrict the inspection area to a portion of the image only. It has the effect of: 

• Increasing accuracy 

• Reducing training time, memory usage and inference time 

By static, it means that one set of ROIs are applied to all the images. Therefore, images in the dataset 
should all contain the target pixels in the area(s) defined by an ROI in a single typical image (rotation 
may not be possible). 

The mask is saved along with the model and applied at inference time. Note that the selected model 
architecture for the module continues to determine the model size (that is, the number of neurons). 

Creating Masks 

Masks are defined for an image dataset in the Mask tab of the Create dataset (or Edit dataset) dialog.  
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Masks are defined as a binary image with regions labelled: 

• mask: masked pixels (ignored) 

• background: unmasked or active pixels (“background” relative to the mask image) 

The annotation tools for creating a mask are located at the top of the image display. These include 
typical shapes such as polygon, paint brush, annulus, circle and rectangle. 

 

Multiple regions can be drawn. Regions can overlap to create complex shapes. 

 

The Invert mask button changes (flips) the current mask labels. 

 

Alternatively, the category for individual regions can be switched using the right-click menu 
Change category command. 
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When viewing the dataset the masked region is displayed as an overlay: 
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Using a Different Mask for Testing 

When testing models, the dataset mask can be used instead of the mask saved with the model. This 
can be useful if the target region in the image is not in the same area as in the dataset on which the 
model was trained. 
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Adding, Editing or Deleting Category Labels 

Anomaly Detection Category Labels 

For the Anomaly Detection module, two default category labels are available in the Dataset tab: Normal 
and Anomaly. 

 

 

Classification Category Labels 

For the classification module, to add, edit or delete category labels right-click on an entry in the Dataset 
tab and select Manage categories…: 

 

Right-click to use the pop-up menu to add, edit or delete category labels. 

 

To edit a category name, enter the new category name in the Change category dialog box: 

 

Alternatively, the category label can be directly edited in the drop-down list. 

  



 

Astrocyte AI Trainer User Manual Working with Image Datasets  •  95 

 

When deleting a category, existing annotations with that category can be migrated to a different 
category. 

  

Use Folder Name as Category Label 

In the classification module, images of the same category can be placed in a single directory folder and 
the folder name used as the category label. The folder name is applied as the category label for all 
images within the folder. 

To do so, select the named directories, right-click to open the pop-up menu and choose Use last 
folder name as category. 
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The Category label drop-down list displays the assigned category label for each directory in the 
dataset. 

 

Object Detection and Segmentation Category Labels 

For the object detection and segmentation modules category labels can also be modified, deleted or 
new category labels added in the Dataset. 

Right-click on an existing bounding box to open the pop-up menu and select Manage 
categories… to edit, delete or add a category. 

 

To edit or add a class, enter the new category label in the corresponding dialog box: 

 

The assigned category label to a bounding box can be changed using the right-click pop-up menu 
for the selected annotation and using the Change label category drop-down list. 
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Filtering Images Using Regular Expressions 

Astrocyte supports filtering images within directories by prefix, suffix or using a regular expression 
(using common regular expression syntax); only images corresponding to the filter are added to the 
dataset. The full path options apply the filter to the full image directory path. 

To do so, use the Name Filter drop-down list to select the filter and use the Pattern field to enter 
the required filter. For example, with a Prefix or Suffix filter, only those images whose filename 
starts or ends with the specified pattern are added to the dataset. 
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Annotation Files 

Annotation files describe the bounding boxes or image masks and associated category labels 
located in the dataset images. 

Astrocyte supports the following annotation file types: 

File Type Description 

Text File 
Text files containing annotations with separated values for bounding 
boxes,category labels and image file paths can be used (for example, .csv files). For 
more information, refer to the Using Text Files for Annotations section. 

PASCAL 
VOC 

Pattern Analysis, Statistical Modelling and Computation Learning (PASCAL) Visual 
Object Classification (VOC) annotated image dataset. PASCAL VOC uses an 
individual XML file to describe the bounding boxes and labels for each image. 
Astrocyte uses the object bounding box only; bounding boxes identifying parts within 
an object bounding box are not used. 

MS COCO 

Microsoft (MS) Common Object in Context (COCO) annotated image dataset. MS 
COCO uses a single JSON file to provide bounding box and category label 
information for all images in the dataset. Astrocyte uses the MS COCO JSON file 
identifying instances; caption or person keypoint JSON files are not used. 

KITTI 
The KITTI Vision Benchmark Suite file format for 3D object tracklet labels (cars, 
trucks, trams, pedestrians, cyclists) stored as xml file. 

 

After adding the database, select it and specify the annotation file format using the drop-down list: 

 

 

When a valid database is defined, the Generate button is enabled; click Generate to add the 
dataset and close the dialog. 
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Using Text Files for Annotations 

In the Database description section, use the radio buttons to set whether a single file containing 
annotations for all images (Global database) or individual annotation files for each image are used (One 
file per image). 

Use the drop-down list to specify the separator character that delimits entries in the text file. 

 

Category names can be assigned directly in the annotation file, or if numbers are used, an 
associated index file can assign text labels to the numerical labels. 

Several bounding box formats are supported; select the format that corresponds to the information 
available in the annotation text file using the Bounding Box drop-down list. Alternatively, the bounding 
box can be considered as the whole image, in which case only category labels need to be provided and 
bounding box coordinates are not needed. 

 

 

Format Description 

X Y Width Height Top-left corner X coordinate, top-left corner Y coordinate, width in pixels, 
height in pixels 

Top Bottom Left Right Top: Y coordinate of top of bounding box Bottom: Y coordinate of 
bottom of bounding box Left: X coordinate of left of bounding boxRight: 
X coordinate of right of bounding box 

X1 Y1 X2 Y2 X1, Y1: top-left coordinate 

X2, Y2: bottom-right coordinate 

CX CY Width Height Center coordinate X, center coordinate Y, width in pixels, height in pixels 
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Each line in the annotation defines a single image bounding box; use the drop-down lists for each 
column to assign the entry type. 

 

 

If multiple bounding boxes are present in an image a separate entry is required for each bounding 
box. 

Images/101.png 1 446 83 70 85 

Images/101.png 1 227 177 57 59 

When multiple entries for the same image are present in the annotation file Astrocyte does not 
make multiple copies of the image on the Cortex server; only one instance of the image is 
required. 

The image path specified in the annotation file is used in conjunction with that assigned using the 
Image Folder button to provide the full path to the image location. That is, any relative path in the 
annotation file is based on the assigned Image Folder path. 
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For example, if the directory structure of the dataset is: 

 

The annotation file uses the following relative path: 

Images/100.png 1 461 210 56 80 

To provide the full path to the images folder, the Image Folder must be assigned to: 

C:/Astrocyte_Datasets/Object Detection/ 

 

That is, the Image Folder path is not necessarily the full path to the actual images folder, but is used in 
conjunction with the relative path defined in the annotation text file to define the full path to the images. 
This allows a certain flexibility in directory structure without having to edit existing annotation file image 
path entries. 
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Smart Label Function: Assisted Labelling 
For object detection, the Smart Label function uses an existing object detection model to 
automatically locate objects (using the specified confidence threshold) and create bounding boxes 
and labels in the selected image. 

To do so, in the Visualization panel select the model using the Helper model drop-down list, click 
Edit… and set the confidence threshold. 

 

Double-click in the target input image or right-click on the image name and select Smart label 
(multiple images can be selected in this manner); the #Ground truth is updated and refreshing the 
image display shows the bounding boxes and labels of the located objects. 

 

If necessary, adjust any bounding boxes or labels. 

The Smart Label function generates labels called “Pseudo Labels” as opposed to “Ground Truth 
Labels” which are created manually. Pseudo labels are shown in pink color in the image list while 
Ground Truth labels are shown in black. 

 

 

To use Pseudo Labels in the next training session, they must be converted to Ground Truth Labels 
using the button shown below. 

 

This is to ensure label positions are reviewed visually and confirmed as acceptable ground truth.  

Note that this manual approval operation must be performed on each image where Assisted Labeling is 
applied. The button is a toggle that allows converting Ground Truth Labels back to Pseudo Labels as 
required. 
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Additional Commands 

Right-clicking on an image provides access to additional commands to copy and save images. 

 

For modules that support annotations, such as Object Detection and Segmentation, the Visualization 
panel includes a drop-down list for showing and hiding annotations (ground truth or predictions). 

 

The right-click menu includes the following commands: 

 

Filtering & Sorting Images 

The image dataset can be navigated using the column filters to sort images. 

 

 

Note: the above filters are immediately applied upon changing states. However if you 
change annotations in the view window (for example, adding or deleting annotations) 
then you can click to Filter button to apply the filters again. 

For the object detection and segmentation modules the # Ground Truth column displays the number of 
labelled bounding boxes (that is, the ground truth) in the image; the #Prediction column displays the 
number of predicted labels following model testing. 

 

For the classification module, the Predicted column displays the predicted category label (or 

“unlabelled” if no inference has been performed on the image). 
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. 

The Set column displays the assigned image set for validation, training or whether images are 
automatically assigned to a set by Astrocyte. 

For the applied filters, the number of corresponding images within the dataset is displayed, which can 
be used to provide information regarding the ratio of images within the entire dataset to avoid 
unbalanced datasets. 

 

Using multiple filters can extract information about testing performance on the image dataset. For 
example, ground truth and prediction filters can be used together to view only those results of interest; 
the Number of images field is updated according to the filters applied. 

Images can be sorted to display only those images whose filename contains the string entered in the 
Image name column drop-down list. For example, in the CIFAR dataset, filtering the       filename by 
“tug” shows that there are 62 images of tugboats in the entire dataset of 50000 images. 
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Pseudo Labels Filter 

Object detection also includes a Pseudo labels filter to sort images that have bounding boxes and 
labels created using the Self-Training option. This is a tri-state checkbox that allows for 3 sorting 
methods: 

 
Exclude images with pseudo labels. 

 Display all images (ground truth and pseudo labels). 

 Display only images with pseudo-labels. 

For example, using the sample hardware dataset with 40 labelled images and 60 pseudo labelled 
images (shown in pink font), the Number of images field shows the effect of each Pseudo label 
checkbox state: 

Exclude images with pseudo labels. 

 

  

All images. 
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Pseudo labels only. 

 

  

 

 

Note: If pseudo label bounding boxes or category labels are modified, and the image 
dataset saved, they are considered as ground truth and no longer identified as pseudo 
labels.  

In addition, a pseudo label Training / Validation set cannot be modified and is always 
set to “auto”. 

Overlapping Annotations Filter 

Object detection also includes an Overlapping annotations filter to sort images that have bounding 
boxes overlapping each other. The bounding boxes need to be almost fully overlapped to be detected 
by the filter. The example below shows two sets of two overlapping bounding boxes sorted by the filter. 
This is useful to quickly locate bounding boxes that might have been mistakenly annotated twice. 
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Removing Images from the Dataset 

To remove (delete) images from the dataset, select the image to remove, right-click and select Remove 
images. Multiple images can be selected using the common Windows mouse and key combinations 
(<shift> or <ctrl>). 

 

Images selected for removal are highlighted in red. 

 

Images tagged for removal are only deleted when the Save changes command is executed (available 
in the dataset pop-up menu by right-clicking on the dataset entry). 

 



 

Astrocyte AI Trainer User Manual Training Models  •  109 

 

Training Models 

The Training tab groups the settings and functions for training models. The main sections provide for 
selection of dataset, the computing device on which to train and current memory usage during training, 
the training hyper parameters, image augmentation, as well as graphs, such as the training loss and 
validation loss, that display real-time feedback on the training process. See the Guidelines for Model 
Creation for more information on how to successfully train models. 
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Training Loss Function 

The goal of the model training is to best estimate a target function (f) that maps input data (X) onto 
output variables (Y). This measures how accurate the model is during training. 

The training loss (cost) function represents how well the model fits the given inputs (the training set of 
images) to the correct output (label). During training the cost function ideally converges over epochs to 
the optimal solution with the lowest cost (false outputs). 

Astrocyte displays a real-time graph of the training loss (cost function) and validation loss during 
training. The training loss is calculated after processing of each batch (subset of training images) and 
the graph is then updated with the result. Validation loss (in red) is calculated after each epoch. 
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As training proceeds the cost function should converge to the lower bound; if it diverges or varies 
greatly from the lower bound this indicates that the training image set is inadequate or that hyper 
parameters need to be adjusted. In this case, Astrocyte automatically stops training (a message box is 
displayed); adjust the image dataset or hyper parameters changed before restarting the training. 

 

In general, the most likely issue is related to deficiencies in the image dataset (for example, 
misidentified category labels or poor image selection). 

A very low training loss can indicate that the model has effectively memorized the training set 
(overfitting); in this case, additional images may need to be included in the dataset or a smaller model 
architecture may provide better results. 

Overfitting 

When training a model, it is possible that the model stops learning important features but instead 
starts overfitting to the training set. That is, it becomes very good at recognizing the precise 
images in the training set but does not perform well on images it has not seen. For example, to 
identify overfitting during training, the accuracy on the training set continues to increase while the 
accuracy on the validation set stays the same (or decreases). To avoid overfitting stop the training 
process as soon as overfitting is recognized. 
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Training Status Bar 

The Status bar indicates the total number of training and validation steps for the current training 
session. The number of training steps varies depending on the dataset size, number of epochs, 
batch size and other factors. The elapsed and remaining time, including the estimated time of 
arrival (ETA) of completion are also provided. 

 

However, if Early Stopping is enabled for training the total Step count, Remaining and ETA times are 
not available; only the Elapsed time and current training step are displayed. 
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Training Analysis Graphs 

In addition to the training and validation loss graph, the anomaly detection, classification and 
segmentation modules have additional training analysis graphs that display real-time feedback during 
training. 

To enable the display of all analysis graphs, use the Show all metric plots checkbox. 

 

Anomaly Detection Training Analysis Graphs 

When segmentation training is completed AUPR and AUROC graphs are displayed. For more 
information on AUPR and AUROC, see the Anomaly Detection Model Test Results section. 
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Classification Training Analysis Graphs 

For classification training, additional graphs display the accuracy, f1, precision and recall statistics 
calculated after each training epoch. 
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Accuracy Training Metric 

Accuracy indicates how well the model accurately identifies the labelled object correctly; it is the 
fraction of images that are correctly classified. That is, accuracy = number of correct predictions / total 
number of predictions for all categories: 

𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
 

F1 Score 

The F1 score is used to measure a test’s accuracy and is the harmonic mean between precision and 
recall. The F1 score tries to find the balance between precision and recall. The range for F1 Score is [0, 
1] and indicates how precise the classification model is (how many instances it classifies correctly), as 
well as how robust it is (it does not miss a significant number of instances). The greater the F1 Score, 
the better is the performance of the model. Mathematically, it can be expressed as: 

𝐹1 = 2 𝑥 
1

1
𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛

+  
1

𝑟𝑒𝑐𝑎𝑙𝑙

 

For example, high precision but lower recall, gives you an extremely accurate, but it then misses a 
large number of instances that are difficult to classify. 

Segmentation Training Analysis Graphs 

When segmentation training is completed Mean IOU and Accuracy graphs are displayed. 

Accuracy gives the percentage of correctly predicted segment pixels compared to the ground truth 
segment pixels. 

The mean IoU measures the average IoU for all labelled segments (including the background). 
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Trained Models Tab 

The Trained models tab lists the previously trained models for the Astrocyte module. 

Information included the creation time and the relevant training test metrics, for example accuracy 
and mean IoU for segmentation models. 

 

Model Details 

To display the image augmentation and hyper parameters used to train the model, double-click on the 
entry to open the Model details dialog. For image augmentation, only those enabled for training are 
included. 
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Importing, Exporting and Deleting Models 

Use the right-click menu to delete or export a selected model. Models can also be imported using 
this menu. 

 

When importing models, the model name can be modified: 

 

Exported models can be deployed using Teledyne DALSA’s Sapera Processing SDK to analyze and 
process target images. 

For anomaly detection models, exporting requires specifying the required anomaly threshold, as 
determined appropriate by model testing. The heatmap threshold must also be provided which is 
expressed as a ratio of the anomaly threshold. For older models, the Input Data Type parameter is also 
available. 

 

For object detection, exporting requires setting an appropriate confidence threshold, as determined by 
model testing. The batch size to use at inference is also configurable. To do so, click Edit to specify the 
confidence threshold and click OK: 
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Hyper Parameters 

Hyper parameters control the training process. For all Astrocyte modules, the Training tab includes a 
Hyper parameters section which organizes hyper parameters into Manual and Auto- train tabs. 

Guidelines on Adjusting Hyper Parameters 
The following are general guidelines for adjusting the main hyper parameters when trying to improve 
the overall performance of the model. 

Number of Epochs 

The number of epochs defines the number of times that the learning algorithm will work through the 
entire training dataset. To choose the right number of epochs for the training step, the metric to monitor 
is the validation loss. In general, train the model for as many epochs as long as the validation loss 
keeps decreasing. If unsure as to what is an appropriate number of epochs enable the Early Stopping 
hyper parameter option to automatically stop training when learning ceases. 

Learning Rate 

The learning rate controls how much to change the model in response to the estimated error each time 
the model weights are updated. If the learning rate is excessively smaller than optimal values, it will 
take a much longer time (hundreds or thousands of epochs) to reach an ideal state. On the other hand, 
if the learning rate is much larger than optimal value, then it would overshoot the ideal state and the 
algorithm might not converge. 

Batch size 

The batch size defines the number of samples to work through before updating the internal model 
parameters (neuron weights). A larger batch size allows computational boosts that  utilizes matrix 
multiplication in the training calculations. However, it comes at the expense of needing more memory 
for the training process. A smaller batch size induces more noise in error calculations, often more 
useful in preventing the training process from stopping at local minima. 

In general, it is recommended to start with a relatively small batch size and monitor memory usage to 
find an ideal value that fits within the training constraints (hardware, model architecture, image size, 
and so forth). 

Commonly Observed Symptoms 

The most often observed symptoms are: 

• low accuracy model 

• out-of-memory 

• model not converging. 

The following guidelines provide actions to take in such cases. 
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Poor Performance Metrics 

Validation loss is usually a proxy for the metrics (for example, f1, mAP, IoU) the model is seeking to 
optimize. When metrics are poor it means the validation loss is also not good, therefore a 
generalization problem (overfitting) usually exists. One possible approach is first, make sure the test 
images are similar to training images. If this is the case, collect more images (data) is required. 

Out of Memory 

It is possible either to make the image resolution or batch size smaller. Smaller batch size means more 
noise during the training phase and slower convergence. Smaller image resolution means less 
information from the input. There should be a balance between these two. 

Training does not Converge 

If the training loss is high the model is not powerful enough to solve the problem. One possible 
solution is to make the model deeper (select another larger model architecture from the advanced 
hyper parameters). If the training loss is slowly getting decreased, using a greater learning rate or 
batch size can help increase the convergence. 

Manual train vs Auto train 

Hyper parameters can be set using one of two methods: 

• Manual train 

• Auto train 

Selecting (enabling) a tab determines how hyper parameters are set for the training operation. 

Auto-train Enabled Manual Enabled 
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Auto Training 

The Auto train option trains models using different “Trials”. For each trial, Astrocyte automatically 
adjusts hyper parameters and executes the training for a number of epochs. With each trial, hyper 
parameters are adjusted given past results. At the end of the entire training cycle, results for each trial 
are compared and the result with the best result are kept.   

The Tuning Intensity determines the optimization intensity (Low, Medium or High); the number or trials 
increases with the Tuning Intensity setting. For example, for Segmentation, the following advanced 
hyper parameters are available (which is similar to other modules): 

When using the Auto Train option, the available Advanced hyper parameter set is reduced compared to 
the Manual training set since these hyper parameters are being adjusted during the training trials. 

 

The Auto train option also provides an additional graph for Trial metrics. 
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Basic Hyper Parameters 

Basic hyper parameters for all modules, for both Auto and Manual training options, are: 

Resume from checkpoint: This allows model training to begin from a previously trained model. This 
can be useful since if a model has been previously trained on the same or similar dataset, model 
parameters have already been tuned. For image-based learning, such as that used by Astrocyte, this 
can leverage previous training cycles since identifying basic image characteristics such as edges and 
corners are common to most applications. 

Train/Dataset ratio %: Displays the Train/Dataset ratio % set in for the selected dataset. This is 
the percentage of images assigned to the Train portion (and inversely, the Validation portion). 

Batch Size: The number of images the learning algorithm processes in a single pass before updating 
the model’s internal parameters. A larger batch size reduces the number of times the model’s weights 
are adjusted: it increases the number of data points usedfor fitting the cost function and uses more 
GPU resources as the images must be loaded into memory resulting in faster training. For example, a 
batch size of 512 reduces the number of iterations compared to a batch size of 32 by a factor of 16. 
However, if a dataset contains an insufficient number of images or too many categories, a large batch 
size can result in poorer accuracy. The batch size limit is determined by the image size, the available 
memory resources of the GPU and other hardware considerations. 

 

Region Size 

The Region Size parameter is available for all modules. The Region size determines the input image 
size to the neural network during training and can be smaller than the original dataset image size. 

This allows using a single high-resolution dataset to train on lower resolutions to determine the best 
input size for optimal speed and performance for inference operations. 

 

When Tiling is disabled, images are automatically resized during training to the region size. Non-square 
region sizes are supported. When Tiling is enabled, images are subdivided into tiles of dimensions 
corresponding to the region size. 

 

Note: For Object Detection YOLOX architectures the region size must be a 

multiple of 32, with a minimum region size of 224x224. 

. 
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Manual Hyper Parameters 

Hyper parameters available for all modules in the Manual train tab that can be set by the user 
before training include: 

Early Stopping: Early stopping is a form of regularization used to avoid overfitting. When enabled, it 
will stop training when the model has stopped improving during the validation phase of training; the 
number of epochs is automatically determined (the Number of Epochs hyperparameter setting is 
ignored). When early stopping is enabled the Remaining and ETA times are not available. The 
Advanced hyper parameters Patience and Warmup provide additional control over Early Stopping 
performance. 

Number of Epochs: The number of times that the learning algorithm works through the entire training 
dataset. One epoch means that each image in the training dataset has had an opportunity to update the 
internal model parameters. 

Learning Rate: The learning rate determines how fast the model learns. It adjusts how much weight 
change is applied when updating internal model parameters after processing each batch of images in 
the dataset. If weights change too quickly, the model overcorrects and the training diverges, resulting in 
a poor-quality model with bad 

performance. The learning rate value is a small real value such as 0.1, 0.001 or 0.0001 (valid range is 1 
to 0.00000001). Different values for the specific datasets can provide optimal results; you may try 
different values to see which works best. 

 

Auto Train Hyper Parameters 

When enabled, the Auto train option trains multiple times in succession; the model with the best 
performance is returned as the final model result. Following each training session or “trial”, Astrocyte 
automatically adjusts various hyper parameters given the previous trial results to improve performance. 
The number of trials to perform is controlled by the Tuning Intensity parameter: 

Tuning Intensity: Sets the number of trials to perform when automatically tuning hyper 
parameters. A trial is a complete training operation that creates a model. Available settings include: 

 

Low: 20 trials 

Medium: 40 trials 

High: 60 trials 
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Module-Specific Hyper Parameters 

Anomaly Detection 

Anomaly Detection module-specific hyper parameters include: 

Anomaly Granularity: Determines the anomaly detection model type. 3 options are available: 

• Pixel-Level Anomaly Detection: This method aims to precisely segment anomalous regions in 
the image to determine its whether it is considered an anomaly. It is faster and more robust than 
the original Image-Level Anomaly Detection type and also includes support for generation of 
heat-maps during inference. 

• Pixel-Level Anomaly Detection (Low Res): Low resolution version of pixel level anomaly 
detection for images where anomalies are present as larger percentages of the overall image 
and higher model resolution (to detect relatively small anomalies) is not required. 

• Image-Level Anomaly Detection: This method is available for backwards compatibility; it is 
recommended that new models use the Pixel-Level Anomaly Detection type. 

 

Classification 

Classification module-specific basic hyper parameters include: 

Classification Mode: Determines the classification model type. 2 options are available: 

• Continual Learning: Extends the regular classifier for continual learning. A continual learning 
model has the ability to learn from new data samples at runtime without the need to retrain from 
scratch. 

• Regular Classifier: Classifier based on training dataset with fixed set of category labels. 

 

Tiling 

The Tiling option is available for the Anomaly Detection, Object Detection and Segmentation modules. 
When enables the images are subdivided into tiles of dimensions corresponding to the region size 
instead of being resized. 
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Fast Training 

The Fast Training option is available (in the Manual train tab). For the Classification, Object Detection 
and Segmentation modules (all modules except Anomaly Detection). Fast Training accelerates the 
training process by only modifying the last layer of the model, keeping the backbone pre-trained layer 
unchanged. Fast Training can be effective for image datasets that are similar to the dataset on which 
the model is pretrained (ImageNet for classification and PASCAL VOC for object detection and 
segmentation) and can provide a quick proof-of-concept model. 

 

Self-Training Object Detection 

For the Object Detection module, a Semi-Supervised Object Detection (SSOD) Self-Training option is 
available. Self-Training automatically generates bounding boxes and corresponding labels (pseudo 
labels) for unlabelled images in a dataset. 

To enable Self-Training the number of unlabelled images must be greater than ~50% of the total 
number of images in the dataset. Self-Training produces acceptable results when sufficient labelled 
images with bounding boxes are available in the dataset for each category; the minimum number of 
labelled images is dependent the image dataset and number of categories and the amount of variation 
in the images. 

Self-Training first trains a standard object detection model on the labelled images in the dataset that 
contain user-defined ground truths to create a “Teacher” model. This Teacher model is then applied to 
the unlabelled images to identify objects and create bounding boxes and labels in the unlabelled 
images. To generate pseudo labels, objects must be identified by the Teacher model with a confidence 
score of at least 50%. 

For Self-Training to proceed, the number of images with pseudo labels generated must equal that 
of the number of images with user-defined ground truths otherwise an error message is generated. 
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To solve this issue either increase the number of labelled images (keeping below the 50% total 
threshold, otherwise images may need to be added to the dataset) or try increasing the number of 
training epochs. 

 

Note: any pseudo-labels generating during this aborted training are saved to the 
dataset. 

If this threshold is met, training proceeds with a “Student” model that trains on the images with both the 
ground truth and pseudo labels, using different weights for each type. The final resulting trained model 
is equivalent to a standard object detection model. 

 

When using the Resume from checkpoint option, the previously trained object detection model 
selected is used as the Teacher model to identify pseudo labels; the Self-Training step to create a 
Teacher model is not performed and the training time is therefore faster. The previously trained model 
must have trained on a similar image dataset and have the same number of categories as the current 
image dataset. 

 

The image dataset is automatically updated and saved on the Cortex server with the generated 
pseudo-labels. In the Dataset, images with pseudo labels are displayed in pink and can be filtered 
using the Pseudo label checkbox. If pseudo label bounding boxes or category labels are modified, 
and the image dataset saved, they are considered as ground truth and no longer identified as 
pseudo labels. 
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Advanced Hyper Parameters 

The available advanced hyper parameters depend on the selected training mode, when using the Auto 
train option, the available hyper parameters set is limited. When using the Manual train option, 
advanced hyper parameters for most Astrocyte modules include: 

• CUDNN Benchmark: When enabled, the convolution algorithm used by the GPU is optimized 
resulting in faster processing times. This option increases GPU memory usage so may not be 
suitable for all image datasets if memory usage is already approaching upper limits. 

• Learning rate scheduler: The learning rate scheduler allows the learning rate to be adjusted at 
specified epochs as the training proceeds. This can improve performance of model training by 
lowering the learning rate as the training progresses and the model becomes increasingly fine-
tuned; at these later stages a higher learning rate may be counterproductive by over-correcting 
the model.: 

o Exponential: Learning rate is decreased at an exponential rate over training 

o Cyclic: Learning rate cycles between higher and lower rates for each epoch, 
gradually decreasing the rates with each epoch. 

o One Cycle: Learning rate cycles between higher and lower rates over the entire training 

Object Detection YOLOX architectures use the LR Warmup parameter instead. 

• Momentum: Momentum allows the update direction of the cost function to continue in the 
same direction towards the optimal global minimum, minimizing the effect of small 
variations. However, too large a momentum may create oscillations that grow in 
magnitude. 

• Number of Workers: denotes the number of processes that generate batches in parallel. A 
high enough number of workers assures that CPU computations for data generation (loading 
images from RAM to GPU) are efficiently managed. That is, the GPU is not waiting for image 
batches to be loaded. 

• Optimizer: determines how the learning rate is applied and model parameters are updated 
after each batch. Available options are: 

o sgd: Stochastic gradient descent. Maintains a single learning rate for all weight 
updates. 

o adam: Computes individual adaptive learning rates for different parameters from 
estimates of first and second moments of the gradients. 

• Patience (Early Stopping): When Early Stopping is enabled, patience is the number of 
epochs without improvement to wait before stopping training. 

• Random Seed: A random seed sets the initial values of the neural network nodes; each random 
seed value results in the same initial values, allowing for the repeatability of training from the 
same starting point. The default value -1 picks a random seed instead of forcing one explicitly. 
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• Warmup (Early Stopping): When Early Stopping is enabled, the warmup period is the number 
of epochs to wait before enabling the Early Stopping mechanism. This allows the training to 
stabilize to avoid premature stopping due to possible wider variations in validation during the 
initial training stages. 

• Weight Decay: Weight decay causes weights to exponentially decay to zero if no weight 
update is applied during iterations. In practice this penalizes large weights; it causes the 
weight to decay in proportion to its size. 

• Tile Overlap Ratio: The overlap between tiles is used to preserve content along the tile 
boundaries and to prevent any misses due to image partitioning. The overlap value in 
percentage is based on the shortest tile side (width, height). In object detection, the overlap 
ratio is automatically selected based on the size of the annotated objects and the provided 
value. More specifically, it is the minimum between the provided value and the maximum 
object-to-tile ratio computed. 

 For all modules, the model Architecture Type can also be specified; for more information on the 
available architecture types for each module, refer to Supported Model Architectures. 

Anomaly Detection 

Anomaly Detection module-specific advanced hyper parameters for Image-Level Anomaly Detection 
type models include (Pixel-Level Anomaly Detection model types do not use these): 

• Outlier exposure: Outlier exposure is a collection of random images that are likely not normal 
and are utilized to improve unsupervised methods. Random images are constructed by 
manipulation of the original images (for example, adding noise to the original image). 

Object Detection 

Object Detection has the following module-specific advanced hyper parameters. 

• LR Warmup: Learning rate warm-up period in epochs. This is the number of epochs where 
before the learning rate schedule is applied. 

Segmentation 

Segmentation module specific-advanced hyper parameters include: 

Class Imbalance: Available with the Encoder-Decoder (Classic) Segmentation Module. When enabled 
the learning algorithm is modified to adapt to a dataset wherein the number of pixels representing 
segmented objects only represent a small percentage of the overall image compared to background 
pixels. 
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Supported Model Architectures 

The model architecture type determines the size and number of layers in the convolutional neural 
network. Each architecture class (anomaly detection, classification, object detection and 
segmentation) supports several different model architectures. 

Model architectures can vary the number of hidden layers and other model parameters; the greater the 
number of model parameters results in a larger model size. 

Depending on the dataset, larger model architectures do not necessarily perform better than smaller 
architectures; it is recommended to experiment with different model architecture types to determine the 
best fit for the dataset and application constraints. In general, it is recommended to start with smaller 
architectures, evaluate performance; if performance is poor, then try larger model architectures. 

Residual neural network (Resnet) architectures are pretrained. Using a pretrained network allows 
the transfer of learning to identify common image elements which are found in most classification 
efforts and is much more efficient than training a network from scratch. 

For all modules except object detection the input image size is determined by the maximum image size 
in the image dataset. For object detection, the input image size is determined by the selected model 
architecture. 

Anomaly Detection Model Architectures 

Available anomaly detection model architectures are: 

Model Architecture Description 

resnet18 

(Pixel-Level only) 
18 layer deep, 44MB network with 11 700 000 model parameters. The 
resnet18 architecture is the only option available for Pixel-Level 
Anomaly Detection. 

vgg16 

(Image-Level only) 

VGG-16 is a 16-layer convolutional neural network that has been 
pretrained on the ImageNet dataset. Developed by the Visual 
Geometry Group (VGG) at University of Oxford. 

Alexnet 

(Image-Level only) 

AlexNet is an 8-layer convolutional neural network that has been 

pretrained on the ImageNet dataset. 

Classification Model Architectures 

Available classification model architectures, for both Classification Modes (Regular Classifier and 
Continual Learning), are: 

Model Architecture Description 

resnet18 18 layer deep, 44MB network with 11 700 000 model parameters. 

resnet50 50 layer deep, 96MB network with 25 600 000 model parameters.  

resnet101 101 layer deep, 167MB network with 44 600 000 model parameters. 
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squeezenet 1.1 Architecture using global average pooling instead of fully connected layers 
and reduced number of model parameters that results in small model size 
This type of architecture is useful for deployment in applications where 
memory resources are limited. Note, for Astrocyte implementation model 
size is ~5.8MB (model compression is not applied). 

For more information, refer to Squeezenet: Alexnet-level accuracy with 
50x fewer parameters and <0.5MB model size (Forrest N. Iandola, Song 
Han, Matthew W. Moskewicz, Khalid Ashraf, William J. Dally, Kurt 
Keutzer). 

Object Detection Model Architectures 

YOLOX (You Only Look Once) includes several architecture configurations with a speed/accuracy 
trade-off. Architectures increase in size from YOLOX-Nano to YOLOX-L.  

Available object detection model architectures are: 

Model Architecture Description 

YOLOX-Nano YOLOX-Nano: (You Only Look Once) single-stage object detector that 
produces small models (~4 MB) for use with embedded or other resource 
limited applications where a GPU is typically not available. 

YOLOX-S YOLOX-Small: Default architecture that provides high-performance 
with a typical model size of ~ 35 MB. 

YOLOX-Large YOLOX-Large: Large architecture for datasets with many categories 
where object sizes and environments vary considerably. Produces large 
models (~ 200 MB) which increases inference time compared to 
YOLOX- Small models; recommended only for applications where 
YOLOX- Small does not perform well comparatively or fails to locate 
target objects. 

YOLOX supports non-square input image sizes of with minimum height/widths of 224 pixels, in 
increments of 32.  

https://arxiv.org/pdf/1602.07360.pdf
https://arxiv.org/pdf/1602.07360.pdf
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Segmentation Model Architectures 

Two choices of Segmentation Module are available for training. Depending on the chosen module, 
different architectures are available in the Advanced training dialog.  

 

For the Segmentation Module Multi-Scale Attention Encoder-Decoder the available segmentation 
model architecture is: 

Model Architecture Description 

Mobile MANet MANet: Multi-scale Attention Net. 

For the Segmentation Module Encoder-Decoder (Classic) available segmentation model architectures include: 

Model Architecture Description 

DeepLabV3_Resnet50 DeepLab version 3 semantic segmentation model designed and 
open-sourced by Google, using a pretrained resnet50 architecture. 

DeepLabV3_Resnet101 DeepLab version 3 semantic segmentation model designed and 
open-sourced by Google, using a pretrained resnet101 architecture 
pretrained. 

Unet Resnet50 U-Net convolutional network originally designed for biomedical 
image segmentation using a resnet50 architecture. Works with fewer 
training images and is tolerant to touching object categories. 

Unet Resnet18 U-Net convolutional network originally designed for biomedical 
image segmentation using a resnet18 architecture. Works with fewer 
training images and is tolerant to touching object categories. 
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Computing Devices 

The Computing devices section allows users to select which GPU(s) to use to perform training. All 
available GPUs are listed. When training in Auto Train mode you can select multiple devices. In this 
case, training trials will be dispatched in parallel on all available devices. When training in Manual 
Train mode you can only select one device at a time. 
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Image Augmentation 

During model training, image augmentation applies random transformations to the image dataset. This 
allows the image dataset to be effectively enlarged; augmented images provide the model with 
additional views of the target object present in the image, but altered slightly. 

Instead of presenting the model the same images for each epoch, small random transformations 
alter the image, changing its pixels values, such that it is still recognizable. The type and probability of 
applying image augmentation can be specified. 

Each mode has image augmentation sets available; depending on the mode, certain image 
augmentations are supported. 

 

 

Augmentation 

Supported Modes 

Anomaly Detection Classification Object 

Detection 

Segmentation 

Mixup     

Random Brightness     

Random Contrastt     

Random Expand     

Random Hue 
    

Random Horizontal Flip     

Random Lighting Noise     

Random Photometric  

Distortion 
    

Random Resized Crop     

Random Rotate     
 

Probability of applying an image augmentation function ranges from 0-1, with 1 = 100% (default values 
are either 50% or 75%, depending on the function). 
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Mixup 

Mixup constructs virtual images by linearly combining sets of training images. This transformation also 
applies to the ground truth labels that are combined for each set of images. 

The Blending Ratio Distribution parameter determines the strength of the image interpolation. 

 

For example, for illustrative purposes, combining the following two image results in a virtually 
contructed “mixup” image that is a blend of the original images, with bounding boxes and labels added 
from both.  

 



 

134  •  Hyper Parameters Astrocyte AI Trainer User Manual 

 

Random Brightness 

Performs a random brightness adjustment of the image. The Max Lighting setting determines the range 
of brightness values to apply, from [-value, value]. For example, a Max Lighting of 0.5 provides a 
brightness range of -0.5 to 0.5. A Max Lighting of 0 will not transform the original image, while a value 
of 1 will allow the augmented image to go from completely black to completely white. 

 

 
 

The following images show the effect of different brightness settings. 

-0.2 0.2 -0.5 0.5 -1 1 

      

The original image: 
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Random Contrast  

Performs a random contrast adjustment of the image. The Max Lighting setting determines the range of 
contrast values to apply, from [-value, value]. For example, a Max Lighting of 0.5 provides a contrast 
range of -0.5 to 0.5. A contrast of 0 will not transform the original image; 1 will allow the augmented 
image to have a gain going from 0 to 2 and therefore going from completely black to twice the original 
contrast. 

 

 

 

The following images show the effect of different contrast settings. 

-0.2 0.2 -0.5 0.5 -1 1 

      

The original image: 
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Random Expand 

Performs a random expansion of the image size, maintaining the aspect ratio. The expanded image is 
filled with a fixed pixel value (mean value of 8-bit image). Width and height of the expanded image is 
calculated by multiplying the width and height of the original image with a randomly selected expansion 
ratio. Ground truth bounding boxes are translated in the coordinate system of the expanded image. 

 

The following image shows the effect of a random expand operation. 

 

Random Hue 

Performs a random hue adjustment of the image. Adjust hue of an image. The image hue is adjusted 
by converting the image to HSV and cyclically shifting the intensities in the hue channel (H). The image 
is then converted back to original image mode.  

The Random color hue change factor is the amount of shift in H channel and must be in the interval [0- 
0.5]. 0.5 gives a complete reversal of hue channel in HSV space in positive direction. 0 means no shift. 
Therefore, 0.5 will give an image with complementary colors while 0 gives the original image. 
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Random Horizontal Flip 

Performs a random horizontal flip of the image. 

 

 

 

The following images show the effect of a horizontal flip. 

 

 

Random Lighting Noise 

Lighting noise involves random color channel swaps; for example, swapping the blue and green 
channels. The probability of applying the transform can be configured. 
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Random Photometric Distortion 

Performs a random photometric distortion of the image. This function combines brightness, contrast, 
hue, saturation and lighting noise adjustments. Each distortion is applied with the specified probability. 
Lighting noise involves random color channel swaps; for example, swapping the blue and green 
channels. 

 

The following image shows the effect of a photometric distortion, in particular, a random color channel 
swap. 
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Random Resized Crop 

Performs a random crop of the image. The cropped region overlaps the majority of at least one ground 
truth bounding box contained in the original image. 

 

The following image shows an example of a random crop (image boundaries shown in green). 

 

 

Random Rotate 

Performs a random rotation of the image; the Max Rotate parameter determines the maximum rotation 
angle (in degrees), in both the clockwise or counter-clockwise direction. 

 

The following images show examples of random rotation: 
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Testing Models 

For all Astrocyte modules, when model training is complete its performance can be tested against 
an image dataset. Ideally, the model should be tested on images which it has never seen and are 
not part of the training dataset. Astrocyte allows model testing against the training, validation, 
entire dataset or a selection of images. 

In general, the model testing options are the same for all modules. 

 

 

 

Testing a model trained on a vastly dif ferent dataset than the test dataset might 
generate less than satisfactory results. If there is no overlap between the model’s 
categories and those in the test dataset an error message is displayed and the test 
cannot be conducted. 

To test a model: 

1. In the Dataset, with the required dataset loaded, click Test model…: 
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2. Use the Models drop-down list to select a previously trained model: 

 

All models that have been trained, regardless of the selected image dataset, are available. This allows 
models trained on different image datasets to be tested against any selected image dataset (with at 
least a subset of the same category labels). 

Select the dataset on which to test: 

o Train set: Subset of training image dataset on which the model was trained. 

o Validation set: Subset of training image dataset used for validation during model 
training. 

o Entire dataset: All images in the training dataset (both validation and training subsets) 

Selection: Selected images chosen in the Dataset. 

3. Click Test; the status bar indicates the test progress. The test execution time is 

dependent on the number of images in the selected dataset, the batch size and, in particular, if 
heatmaps are generated. 

Other optional testing options include: 

Batch size: The batch size is the number of images processed at one time in the GPU for calculating 
results; a larger batch size increases the speed of the testing operation. The initial batch size is that 
used to train the model. The maximum batch size is limited by the memory resources available in the 
GPU. The batch size does not affect the quality of results, only the amount of time to compute; a larger 
batch size simply allows processing more images (in a batch) at a time depending of the GPU memory 
available (the more memory the bigger the possible batch size, the shorter the test time). 

CUDNN Benchmark: When enabled, the convolution algorithm used by the GPU is optimized resulting 
in faster processing times. This option increases GPU memory usage so may not be suitable for all 
image datasets if memory usage is already approaching upper limits. 

Number of Workers: denotes the number of processes that generate batches in parallel. A high 
enough number of workers assures that CPU computations for data generation (loading images from 
RAM to GPU) are efficiently managed. That is, the GPU is not waiting for image batches to be loaded. 

Model Heatmap: An additional option to include heatmaps for results is also available for all 
modules. 
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Object Detection Specific Options 

Confidence Threshold: For object detection, the confidence threshold determines the minimum 
confidence score required for an object to be considered a valid result. A higher threshold may result in 
less objects being detected but with higher probability. 

Overlap Threshold: For object detection, the overlap threshold determines the maximum percentage 
of area overlapping between two adjacent bounding boxes. A low threshold eliminates overlapping 
bounding boxes. By default, the overlap threshold only applies to bounding boxes of the same class. 
Enabling Class-agnostic Overlap Threshold causes the Overlap Threshold to be applied to any 
overlapping bounding boxes of different categories as well. 

Max Detections: For object detection, this parameter limits the number of predictions at the output per 
image. It is set to 200 by default but can be increased up to 64K. In practice it is limited to 5000 as a 
restriction of the GPU optimization library. 

Class-agnostic Overlap Threshold: When enabled, overlap-based filtering is performed 
independent of the classes. By default, it is applied to each class separately. The filtering is based 
on non-maximum suppression (NMS) which is a post-processing technique used in object 
detection to eliminate duplicate detections and select the most relevant detected objects. This 
helps reduce false positives and the computational complexity of the detection algorithm. Requires 
the Overlap Threshold parameter to be enabled.  

Out-of-Memory Error during Testing 

Testing models can require more memory than the training phase for models, particularly when 
generating heatmaps. This can generate out-of-memory errors during the testing phase. 
 

 

To correct testing out-of-memory problems: 

Reduce the batch size. The batch size may need to be smaller than that used during training. 

1. If reducing the batch size to the minimum of 2 still fails, reduce the dataset image size. For 
example, if using the maximum image size of 1024x1024, consider trying a smaller image size 
such as 512x512. The performance benefits of a larger image size may be negligible for many 
types of image datasets. 

2. Disable generation of heatmaps. Heatmap generation requires significant memory resources 
but are very useful for determining the effectiveness of a model by ensuring that it is correctly 
identifying relevant features in the image (and not focusing on unrelated image details), 
therefore it is recommended to avoid disabling heatmaps if possible. 
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Classification Model Test Results 

For a classification model, the test result is shown as a confusion matrix. Color coding is used to 
represent the precision/recall success of the model, with green indicating a rate exceeding 90%. 

 

Double-clicking on result fields opens the associated images in the Dataset for further 
investigation. 

False Positives vs. False Negatives 

Classification test results use the notion of False Positives (FP) and False Negatives ( FN) to 
evaluate model performance. 

To clarify the difference between a FP or FN result, consider the question “Am I pregnant?”: 

A FP result indicates a positive result for pregnancy (baby present), though the ground truth is “Not 
pregnant” (no baby). 

A FN result indicates a negative result for pregnancy (no baby), though the ground truth is “Pregnant” 
(baby present). 

Precision vs. Recall 

Precision can be seen as a measure of quality and recall as a measure of quantity. Higher 
precision means that when a model predicts a label it is correct, though it does not account for not 
labelling images that may contain that label (false negatives). 

High recall means that the model correctly identifies the label among instances that should have that 
label. 
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Precision 

Precision measures how often an instance that is predicted as category A is actually category A. That 
is, what proportion of positive identifications are actually correct. 

Precision is calculated as follows: 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 

where TP is true positive and FP is false positive (another category is incorrectly identified as A).  

A model that produces no false positives therefore has a precision of 1.0. 

Recall 

Recall measures how often a category A instance in the dataset is predicted as category A by the 
classifier. That is, what proportion of actual positives are identified correctly. Recall is calculated as 
follows: 

𝑅𝑒𝑐𝑎𝑙𝑙 =  
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 

where TP is true positive and FN is false negative (category A is identified as another category). 

A model that produces no false negatives therefore has a precision of 1.0. 
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Predictions 

The Dataset Predicted column displays correctly labelled predictions in green and prediction errors in 
red. 
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Anomaly Detection Model Test Results 

For an anomaly detection model, the test results are displayed as a TPR/FPR (True Positive Rate/ 
False Positive Rate) graph, also known as AUROC. Testing should be performed on the entire dataset 
to evaluate how well the model identifies anomalies compared to normal images. 

True Positive Rate (TPR): probability of correctly identifying positives. 

False Positive Rate (FPR): probability of falsely identifying negatives as positives (also known as the 
“false alarm rate”). 

The True Positive Rate and False Positive Rate are calculated as: 

𝑇𝑃𝑅 =  
𝑇𝑃

𝑇𝑃 + 𝐹𝑁 
 

𝐹𝑃𝑅 =  
𝐹𝑃

𝐹𝑃 + 𝑇𝑁 
 

Where TP = True Positives, FN = False Negatives, FP = False Positives and TN = True Negatives 

AUPR and AUROC 

Result metrics are: 

AUPR: Area Under Precision Recall. It is the area under the curve where x is recall and y is precision. 
AUPR is a relative measure of how precisely a model predicts true positives and the true positive rate. 
In general, for evaluating performance of an imbalanced dataset, AUPR is more appropriate than 
AUROC 

AUROC: Area Under Receiver Operating Characteristic. It is the area under the curve where x is false 
positive rate (FPR) and y is true positive rate (TPR). The greater the AUROC the better the model 
performance. AUROC ranges in value from 0 to 1. A model whose predictions are 100% wrong has an 
AUROC of 0.0; one whose predictions are 100% correct has an AUROC of 1.0. 

AUPR is a useful metric with imbalanced datasets, for example when good samples highly 
outnumber bad samples or anomalies. 

For example, given an imbalanced dataset with 100 anomalies and 10000 good samples, if model 
A identifies 100 anomalies (90 TP and 10 FP) and model B identifies 2000 anomalies (90 TP and 
1910 FP), clearly model A is preferable since they both come back with the same number of 
relevant results, but model B includes a high number of false positives. 

Model A: 100 anomalies, 90 correct 

Model B: 2000 anomalies, 90 correct 

The AUROC measures of TPR and FPR will reflect that, but since the number of good samples 
significantly outnumbers anomalies, the difference is mostly lost: 

Model A: 0.9 TPR, 0.001 FPR 

Model B: 0.9 TPR, 0.161 FPR (difference of 0.16) 

Precision and recall, are not affected by the relative imbalance: 

Model B: 0.9 recall, 0.9 precision 

Model B: 0.9 recall, 0.045 precision (difference of 0.855) 
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To compare both methods, using AUROC, the FPR has a difference of 0.16, which is very small. 
However, using AUPR, we see that the Precision has a difference of 0.855 which is much more 
pronounced. 

AUPR is much better at illustrating the differences between models with greatly imbalanced 
datasets. 

Anomaly Confidence Score 

When testing the model, each image is assigned an anomaly confidence score with relatively higher 
values indicating an anomaly compared to normal images. The anomaly confidence score is an 
arbitrary number generated by the model that is determined by the image dataset; different image 
datasets will have different ranges of anomaly confidence scores depending on the image data. 

The anomaly confidence score represents the level of anomaly; the higher the score the greater 
the anomaly compared to what has been learned as good. The specified anomaly threshold 
determines the minimum anomaly confidence score above which images are considered 
anomalies. 

To select the anomaly threshold to apply, click on the AUROC graph at a corner point; in general, 
the best performance is achieved at the anomaly score associated with the point closest to the 
upper-left corner as this will result in the highest TPR with the lowest corresponding FPR; that is, 
the highest precision with the least amount of false positives (a perfect result is a precision of 1 (all 
predictions correct) with no false positives). 

 

Results are shown in the Dataset tab, with incorrect predictions shown in red. 
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When heatmap generation is enabled, the heatmap visualizes each pixel’s activation, with brighter 
pixels reflecting higher scores (the score for each image indicates the highest pixel activation level in 
the image). The Heatmap Threshold determines the percentage of activated pixels to display (for 
example, with a threshold of 95% only the top 5% of activated pixels are shown). 

 

Results can be sorted according to the ground truth label to show the effect of the selected anomaly 
confidence score threshold. For example, displaying only the Normal ground truth labels identifies how 
many false positives are predicted for a given threshold. 
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When exporting an anomaly detection model heatmap generation can be enabled and thresholds 
assigned. 
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Object Detection Model Test Results 

Object detection allows for the location and detection of multiple categories of objects within the same 
image. The location of objects is returned as a bounding box. For an object detection model, test 
results are provided as the average precision (AP) for each category label, as well  as the mean 
average precision (mAP) for the model overall (all categories). 
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Segmentation Model Test Results 

Segmentation allows for the location and detection of multiple categories of objects within the same 
image, identified by pixel value corresponding to the associated category. Test results include the IoU 
for each category, the mean IoU for all categories, the accuracy as well as the background IoU. 

 

Accuracy is defined as the ability of the model to correctly predict pixels. For example, in an image with 
a large percentage of background pixels, a poor model which predicts all pixels as background can still 
have a high accuracy since most pixels are background and are correctly predicted; in this case, the 
mean IoU, which measures the average IoU for all labelled segments (including the background), is a 
better representation of the overall model performance. 

An IoU of 0 means that images in the test set have ground truth pixels that belong to that category 
but there is no prediction to match against it. 

An IoU of -1 means the category does not exist as a ground truth in any of the images in the 
selected test set and the model did not make any predictions belonging to that category. 

The background IoU measures the predicted background pixels against the ground truth background 
pixels in the selected test image set. The background IoU is typically very large because most images 
have a lot of background so whatever the model prediction is, the chances are the IoU between the real 
background and the predicted background is large . 

For more information on how IoU is calculated, refer to the IoU Threshold Filter section. 
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Predicted Bounding Box & Segmentation Results 

For the object detection and segmentation modules, predicted bounding boxes and segments and their 
corresponding labels are displayed in the Dataset tab. 

 

Clicking on an entry selects the bounding box or segment. 

Double-clicking on the x, y, width or height entries of a ground truth allows entering a numerical 
value. 

Double-clicking on the category name singles out that annotation along with its prediction and makes all 
the other ground truth and annotation disappear from the image. 
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For the segmentation module, prediction segments are shown as solid color by category and the 
ground truth bounding polygons can be selected and their handles shown. 
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Expand Ground Truth 

When the Expand ground truth checkbox is enabled, the annotation details window is expanded to 
show the predicted bounding coordinates and IoU percentage for model test results. 

 

IoU Threshold Filter 

Intersection-over-Union (IoU) is an evaluation metric used to measure the accuracy of the object 
detection or segmentation models on a particular dataset. To filter results using IoU, specify the 
minimum acceptable IoU using the dial button. 

 

The IoU metric evaluates how well the model’s predicted bounding box or segment for the object fits 
the ground-truth bounding boxes (the labelled bounding boxes that identify the object or “ground truth”) 
or segmentation mask. When testing a model, the IoU threshold determines the minimum acceptable 
overlap of the predicted bounding box or segment and the ground-truth bounding box or segmentation 
mask, removing predictions which do not meet this threshold. 

IoU is calculated as the ratio of overlap/union of the predicted and actual bounding boxes or 
segmentation mask: 

IoU=AoO / AoU 

where AoO = Area of Overlap and AoU = Area of Union. 
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Heatmaps 

Heatmaps provide insight into what aspects of an input image a convolutional neural network is using to 
make a prediction. The heatmap graphically displays which parts of the image are activating the model 
neurons. Heatmaps can be useful for gaining insight into a model’s misclassifications. For example, a 
heatmap can reveal that a model is focusing on an image detail or feature that has no relevance to the 
desired analysis of the target scene or object in the image. Depending on the Astrocyte module, 
different types of heatmap generation algorithms are available: 

Heatmap Description Example 

Guided 
GradCAM 

Gradient-weighted Class Activation 
Mapping (Grad-CAM). Measures 
the relative importance of input 
features by calculating the gradient 
of the output decision with respect 
to those input features. 

 

Guided 
Backprop 

Guided back propagation that 
suppresses the flow of gradients 
through neurons wherein either of 
input or incoming gradients were 
negative. 

 

Saliency Saliency heatmaps highlight input 
image pixels that most caused the 
output classification. 

 

 

 

Note: When testing a model, generating heatmaps can significantly increase the 
amount of time to compute results 
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Inference 

The Inference tab allows saved models to be deployed to analyze and process unlabelled target 
images. Inference processing time is dependent on the available GPU hardware and performance. 

Right-click in the Images panel to specify the location of the target images. Astrocyte also supports 
drag-and-drop of images from Windows Filer Explorer. 

 

Use the drop-down list to select the inference (computing) device to use: 

 

Use the model drop-down list to select the model from among those previously saved.  

Certain model types have adjustable parameters which can be changed when loading. 

 

 

Selecting an image analyzes and processes the image using the selected model. The inference 
(processing) time is displayed. 

Classification Inference 

For classification, the category with the highest confidence score is returned: 

 

For Continual Learning type models, if an image is presented that differs significantly from existing 
categories in the model it is labelled as “Undefined”. These images may be good candidates to 
add as new categories to the model. 

Note: Batch Size is only available if the model has been trained with tiling
enabled. 
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Anomaly Detection Inference 

For anomaly detection, inference requires setting an appropriate anomaly threshold, as determined by 
model testing. To do so, click Edit to specify the anomaly threshold and click OK. For Pixel-Level 
Anomaly Detection models, saliency heatmaps can be output to review the image features that the 
model identified as anomalies (Image-Level Anomaly Detection model types do not support heatmap 
generation during inference (available when testing only). When heatmaps are enabled, the Heatmap 
Threshold Ratio (a percentage of the anomaly threshold) can be set to adjust the amount of heatmap 
pixels displayed. 

The anomaly score and corresponding Normal or Anomaly label are displayed as an overlay in the 
image. 
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Object Detection Inference 

For object detection, images are annotated with located bounding boxes, labels and confidence scores. 
Confidence score is the probability that a predicted bounding box contains an object. At prediction time, 
the model generates scores for the presence of each object category in each predicted bounding box 
where an object is detected and produces adjustments to the box to better match the object shape. 

A detection is considered a true positive (TP) only if it satisfies three conditions:confidence score > 
threshold; the predicted category matches the category of a ground truth; the predicted bounding 
box has an IoU greater than a threshold (for example., 0.5) with the ground-truth. 

 

For object detection, inference requires setting an appropriate confidence threshold, as determined by 
model testing. Other settings including the Overlap Threshold, Max Detectionsand Class-agnostic 
Ovelap Threshold can be enabled. To do so, click Edit and set the required values and click OK. 
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Segmentation Inference 

For segmentation, the original image is displayed at top with the segmentation mask image just below. 
Category names are shown at the bottom of the segmentation mask image in the Legend section. 

Use the Counter/Filled slider to change the annotation style. 
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Deploying Models with Sapera 
Processing 

Astrocyte models can be deployed using Teledyne DALSA’s Sapera Processing SDK to analyze and 
process target images. Models must first be exported from the Astrocyte AI Trainer to use with the 
Sapera Processing SDK. 

The Sapera Processing SDK includes demo applications for each type of model demonstrating how to 
use the Sapera Processing AI Inference classes to load an Astrocyte model, analyze and process 
unlabelled target images. Images are preprocessed to the input format of the model. 

Compiled demo applications are available in the following directory: 

<installation directory>\Teledyne DALSA\Sapera Processing\Demos\Executables 

 

The compiled demo applications use sample models and images which are available in the 
following directory: 

<installation directory>\Teledyne DALSA\Sapera Processing\Images\AI 

 

For example, the Metal directory contains models for anomaly detection and classification: 

  

Complete source code and solutions for Microsoft Visual Studio is included; users can adapt this code 
for applications to use their own models and target images. 

The CProAIGrab demo shows how to acquire and perform inference on images from an acquisition 
device. 
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For emulating acquisition from a device using saved images, demo programs use an .ini file to 
configure details such as the path to the image folder and simulated acquisition frame rate. 

Demos include processing statistics and image display. 

 

Use the Load button to load your own model exported from Astrocyte. Use the Grab and Snap buttons 
to emulate image acquisition. 

Use the Load Config button to load a configuration file (.ini) for the emulated acquisition. 
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Sample Models Included with Sapera Processing 

Sapera Processing includes sample models trained with Astrocyte for each of the modules for use with 
the demo programs. The sample models are available in each of the sub-directories contained in: 

<install directory>\Teledyne DALSA\Sapera Processing\Images\AI 

 

Sample model details are available when importing models into Astrocyte.  

Anomaly Detection Sample Model Details 
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Classification Sample Model Details 

 

Object Detection Sample Model Details 
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Tiling Example Model Details 

 

Object Detection Sample Model Details 
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Deploying Models with Sherlock 

Astrocyte models can be deployed using Teledyne DALSA’s Sherlock application to analyze and 
process target images. Models must first be exported from the Astrocyte AI Trainer to use with the 
Sherlock. 

Image directories (for example those included with Sapera Processing) can be loaded using the Select 
directory image source button. 

 

Double-clicking on an ROI in the image opens the Properties dialog. 
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The Anomaly Detection, Classification, Object Detection and Segmentation modules are available 
in the Algorithms panel. 

 

To load a model, open the Properties page for the selected module using the associated 
Properties button. 

 

In the model parameter click on the Value field and load the .mod file using the … button. 

 

The Run once and Run continuously buttons can be used to perform the inference operation on the 
images. 

 

Results are displayed in the Outputs and the execution time for the inference operation is displayed in 
the Time variable. For example, for Classification models the class and confidence score are displayed. 
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Troubleshooting and Maintenance 

Help Menu 

The Help button provides access to the Readme, User Manual, About, Application logs and 
Diagnostic report. 

 

Readme File 

The Readme file provides information about the current release. 

About Dialog 

The About Astrocyte dialog displays the build and licensing information. 
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Application Logs 

The application logs dialog provides detailed logging information that can be useful details for 
troubleshooting and debugging. The Find function allows for searching for text strings in the log to 
locate relevant entries. Use the More button to access additional available log files. 
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Diagnostic Report 

For troubleshooting purposes or sending requests to Teledyne technical support, a diagnostic 
report can be generated that, in addition to the application logs can include system information, 
installed software, dataset information and model information; the user can select what type of 
information to include (dataset images can also be provided if appropriate). 

Click the Generate diagnostic button to save all enabled information to the selected report location as 
a .tar archive file. 
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Backup of Astrocyte Database 
The Astrocyte database contain all datasets and models you have created in Astrocyte since its 
first installation. The database persists after uninstalling Astrocyte and reinstalling another version 
later. The Astrocyte database is located in the following folder on your disk. 

C:\Users\<your account>\.cortex 

If you want to transfer the whole database to a different computer or if you want to create a backup 
to prevent a disk failure then you can do the following steps. 

Step 1. Shutdown Astrocyte using the maintenance button located in the bottom-left corner of the 
startup screen. This ensures the Cortex server is fully closed before you can copy the database. 

 

 

Step 2. Copy the whole .cortex folder (with all subfolders) to the desired location for transfer or 
backup. 

To restore the database redo Step 1 and then copy the whole .cortex server back to the same 
location. 



 

172  •  Appendix A: NVIDIA Driver Settings for Maximum Performance Astrocyte AI Trainer User Manual 

 

Appendix A: NVIDIA Driver 
Settings for Maximum 
Performance 

To obtain the optimal speed performance, the graphics card driver’s Power Management Mode 
needs to be set to “Prefer maximum performance”. 

Verifying the Current Mode 
To check whether this setting is properly configured type, use the command nvidia-smi in a command 
prompt. Verify that the power management level is set to P0 or P2 for each GPU card used for AI 
inference. This level ranges from P0 to P8 with P0/P2 for optimal performance and P8 for optimal 
power saving. 

 

If the power management level is not properly set to P0 or P2, see Changing GPU Power Saving  
Mode (Method A - Preferred). 
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Changing GPU Power Saving Mode (Method A - Preferred) 

The Power management mode setting is set using the NVIDIA Control Panel. 

IMPORTANT NOTE: you need to reboot your system for the changes to take effect. NVIDIA 
Control Panel does not notify you to do so. 

 

 

After the change is applied and the system rebooted, verify the power management level again with the 
nvidia-smi command. 
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Changing GPU Power Saving Mode (Method B - Alternate) 

If the Power saving mode could not be set properly with Method A then the following method 
should work. 

Note: all the commands must be executing in an admin command prompt. 

First list the supported combinations of memory and graphics clock with the following: nvidia-
smi  --query-supported- clocks=timestamp,gpu_name,gpu_uuid,memory,graphics    --format=csv 

Output is similar to this: 

 

Only the first line matters as the goal is to lock the memory and GPU clocks to the highest values. 
In this example, these are 10501 and 3135, respectively. 

Type the following commands: 

nvidia-smi—lock-gpu-clocks=<your GPU clock value> 

nvidia-smi—lock-memory-clocks=<your memory clock value> 

In this example: 

nvidia-smi  --lock-gpu-clocks=3135 nvidia-smi  --lock-memory-clocks=10501 

You can run the nvidia-smi command again and check that we get the PO or P2 mode.  Once 
done using GPU at maximum performance you can bring the driver back to its default state with 
the following commands: 

nvidia-smi  --reset-gpu-clocks nvidia-smi  --reset-memory-clocks 

which will cause the performance level to go back to P8 (power saving mode). 
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Glossary of Terms 

AUPR 

Area Under Precision Recall. It is the area under the curve where x is recall and y is precision. 

AUROC 

Area Under Receiver Operating Characteristic. It is the area under the curve where x is false positive 
rate (FPR) and y is true positive rate (TPR). The greater the AUROC the better the model performance. 

Batch 

The set of examples used in one iteration of model training. 

Confusion Matrix 

Table that describes the performance of a classification model. 

Convergence 

Refers to a state reached during training in which training loss and validation loss change very little or 
not at all with each iteration after a certain number of iterations. In other words, a model reaches 
convergence when additional training on the current data will not improve the model. In deep learning, 
loss values sometimes stay constant or nearly so for many iterations before finally descending, 
temporarily producing a false sense of convergence. 

Epoch 

A full training pass over the entire dataset such that each image has been seen once. Thus, an epoch 
represents N/batch size training iterations, where N is the total number of images. 

Ground Truth 

For supervised learning, ground truth refers to the labels (and bounding boxes if used) applied to the 
training set which designate the actual target object(s) in the image. Statistics related to the accuracy of 
the model’s predictions are generated compared to the real-world ground truth.  

Inference 

Refers to the process of making predictions by applying the trained model to unlabelled images; that is, 
classifying data to derive a conclusion or infer a result. 

Iteration 

A single update of a model’s weights during training. An iteration consists of computing the gradients of 
the parameters with respect to the loss on a single batch of data (images). 

Loss Function 

For each predication, there is an associated number which is the loss. For a true prediction, the loss will 
be small and for a totally wrong prediction the loss will be high. Also referred to as cost function. 
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mAP 

Mean average precision. The mean value of the APs calculated for each category in the model. In 
practice, a higher mAP value indicates a better performance. 

Model 

A structure that stores a generalized, internal representation of a dataset for description or prediction. 
When a machine learning algorithm trains on a dataset, the output is a model.  

Neural Network 

Neural networks are made up of numerous interconnected conceptualized artificial neurons, which pass 
data between themselves, and which have associated weights which are tuned based upon the 
network’s “experience.” Neurons have activation thresholds which, if met by a combination of their 
associated weights and data passed to them, are fired; combinations of fired neurons result in 
“learning.” - Liping Yang 

Overfitting 

Overfitting occurs when a model learns the training data too well and incorporates details and noise 
specific to the dataset. A model is overfitting when it performs very well on the training/validation set, 
but poorly on a test set (or new real-world data).  

Precision 

Measures the accuracy of a model’s predictions; the percentage of predictions that are correct. 

PSNR 

Peak signal-to-noise ratio (PSNR) between images. The PSNR block computes the peak signal-to-
noise ratio, in decibels, between two images. This ratio is used as a quality measurement between the 
original and a compressed image. The higher the PSNR, the better the quality of the compressed, or 
reconstructed image. 

Recall 

Measures the performance of the model in identifying true positives. That is, the number of correct 
results divided by the number of results that should have been returned; the fraction of true positives 
over the number of actual positives.  

SSIM 

Structural similarity (SSIM) index for measuring image quality. SSIM is used for measuring the similarity 
between two images. The SSIM index is a full reference metric; in other words, the measurement or 
prediction of image quality is based on an initial uncompressed or distortion-free image as reference. 
SSIM is designed to improve on traditional methods such as peak signal-to-noise ratio (PSNR) and 
mean squared error (MSE).  

Transfer Learning 

Allows new model training that leverages the already existing neural network of a model trained on a 
similar dataset related to the current task or domain.  

Weight Decay 

Penalizes large artificial neuron weights using penalties or constraints on their squared or absolute 
values. 
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Contact Information 

Sales Information 
Visit our web site: https://www.teledynedalsa.com/  
Email:   mailto:info@teledynedalsa.com  

Canadian Sales Canadian Sales 

Teledyne DALSA — Head office 
605 McMurray Road 
Waterloo, Ontario  N2V 2E9 
Canada 

Tel:  +1 519-886-6000 
Fax:  +1 519-886-8023 

Teledyne DALSA — Montreal office 
880 Rue McCaffrey 
Saint-Laurent, Quebec  H4T 2C7 
Canada   

Tel: +1 514-333-1301 
Fax: +1 514-333-1388 

USA Sales European Sales 

Teledyne DALSA — Billerica office 
700 Technology Park Drive 
Billerica, MA 01821 
USA 

Tel: +1 978-670-2000 
Fax: +1 978-670-2010 

sales.americas@teledynedalsa.com 

Teledyne DALSA GMBH 
Lise-Meitner-Str. 7 
82152 Krailling (Munich) 
Germany 

Tel:  +49 89-89545730  
Fax:  +49 89-895457346 

sales.europe@teledynedalsa.com 

Asia Pacific Sales Asia Pacific Sales 

Teledyne DALSA Asia Pacific 
Ikebukuro East 6F 
3-4-3 Higashi Ikebukuro, Toshima-ku  
Tokyo, 170-0013 
Japan 

Tel: +81 3-5960-6353 
Fax: +81 3-5960-6354 

sales.asia@teledynedalsa.com 

Teledyne DALSA Asia Pacific 
Room 904, Block C, Poly West Bund Center 
275 Rui Ping Road  
Shanghai 200032 
China 

Tel:  +86 21-60131571  
 

sales.asia@teledynedalsa.com 

Technical Support 
Submit any support question or request via our web site: 
https://www.teledynedalsa.com/en/support/options/ 

Available support information includes: 

Warranty Information Camera Accessories Documentation 

Third-Party Components Calculators Partners 

Legacy Products Compatible Products Software Registration 
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